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“Trees cause more pollution than automobiles do.” “I was 
asked to come to Chicago because Chicago is one of our 
52 states.” “The number of illegal immigrants in the 
United States is 30 million.” We are regularly confronted 
with inaccurate statements like these, conveyed through 
news reports, online discussions, and face-to-face con-
versations. If people critically evaluated the veracity of 
presented information, consulting qualified sources and 
considering relevant data, inaccurate statements would 
be rejected as useless for future discussions and delibera-
tions. Unfortunately, people often encode and rely upon 
inaccurate information without engaging in evaluation, 
or even after engaging in careful consideration (Singer, 
2013). Any evaluation is made even more challenging 
when mixtures of accurate and inaccurate information 
co-occur in presentations, which requires the people pre-
sented with it to distinguish between reliable and unreli-
able content, sources, and kinds of evidence.

Exposure to Inaccurate Information

Researchers have examined the consequences of receiv-
ing and retrieving various kinds of inaccurate informa-
tion, ranging from misleading information presented 
after content has been encoded (e.g., leading questions 
following eyewitness experiences; Loftus, 1977; Loftus & 

Palmer, 1974), to corrected or retracted false reports 
(e.g., the continued-influence effect; Ecker, Lewandowsky, 
Swire, & Chang, 2011; Johnson & Seifert, 1994), to mis-
understandings about scientific concepts given particular 
belief systems (e.g., diSessa, 1993; Vosniadou, 1994). 
These cases all involve situations in which we might call 
into question what we know, with the need to poten-
tially revise or add to prior knowledge. However, it is 
not always the case that we should integrate newly pre-
sented information into our knowledge base. Consider 
that we often encounter incorrect information that, if 
encoded into memory, could lead to mistaken under-
standings and ideas. Each of our opening examples rep-
resents publicly made and widely disseminated 
statements that are patently inaccurate and should be 
dismissed as wrong to avoid reliance on their content or 
any inferences derived from them (Butler, Dennis, & 
Marsh, 2012). The current review focuses on the conse-
quences of reading these kinds of inaccurate statements; 
analogous effects have been observed across a range of 
discourse experiences, including film presentations and 
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collaborative interactions (e.g., Andrews & Rapp, 2014; 
Butler, Zaromb, Lyle, & Roediger, 2009).

A focus on reading is important given the prevalence 
of inaccuracies in everyday written materials (Maier, 
2005). Beyond sources we expect to provide the truth, 
such as newspaper and journal articles, popular novels 
are often replete with untruths, given their goal of telling 
an entertaining story over educating audiences about sci-
entific or historical concepts. Researchers have regularly 
used story materials containing embedded false facts to 
illustrate the effects of inaccurate information on subse-
quent decisions (Marsh, 2004). For example, participants 
might be asked to read stories in which characters refer 
to the Alps as separating Asia from Europe, which is 
wrong. (The Ural Mountains actually separate the conti-
nents.) After reading stories that include mixtures of 
accurate, inaccurate, and ambiguous information, partici-
pants are presented with a surprise trivia quiz, which 
includes some questions related to the topics mentioned 
in conversations in the stories (e.g., “What is the name of 
the mountain range that separates Asia from Europe?”). 
Participants produce more incorrect responses to ques-
tions after reading related inaccurate information in the 
stories, as compared to after reading accurate informa-
tion or uninformative statements.

One reason people may rely on inaccurate informa-
tion is that they do not know it is wrong and are simply 
acquiring new information from what they read. Indeed, 
participants are more likely to reproduce inaccuracies for 
unfamiliar than for well-known ideas. But studies have 
consistently shown that even when people possess rele-
vant prior knowledge, they may encode and rely upon 
obviously inaccurate information that they should know 
is patently wrong (Rapp & Braasch, 2014).

For example, after reading inaccurate statements that 
earlier-collected norming data indicates people should 
easily recognize (e.g., “We had to go to Russia, because 
her family lives in the capital city, St. Petersburg”), partici-
pants are more likely to incorrectly answer related ques-
tions (e.g., “What is the capital of Russia?”) using previously 
read falsehoods, as compared to after reading correct 
statements (e.g., “We had to go to Russia, because her 
family lives in the capital city, Moscow”) or statements 
without details (e.g., “We had to go to Russia, because her 
family lives in the capital city”; e.g., Fazio, Barber, Rajaram, 
Ornstein, & Marsh, 2013). After reading false assertions 
(e.g., “George Washington was not elected first president 
of the United States”), people also exhibit difficulty judg-
ing the veracity of well-known statements (e.g., “George 
Washington was elected first president of the United 
States”) as compared to after reading true versions of 
those assertions ( Jacovina, Hinze, & Rapp, 2014). Partici-
pants sometimes also report having possessed those 
understandings, despite their being inaccurate, prior to 

reading the experimental materials (Marsh, Meade, & 
Roediger, 2003). This is troubling because participants are 
unlikely to have been previously exposed to the inaccura-
cies, which suggests that overconfidence in what people 
think they know can encourage the use of falsehoods.

Difficulties Reducing Readers’ Reliance

So what reduces people’s use of previously presented 
inaccurate information? A variety of strategies that seem 
potentially helpful prove ineffective. Participants warned 
that what they are about to read might be inaccurate 
show little to no reduction in their subsequent reliance on 
falsehoods (Eslick, Fazio, & Marsh, 2011). Explicitly 
encouraging the retrieval of relevant knowledge related to 
upcoming content (e.g., instructing participants to identify 
the capital of Russia) 2 weeks prior to or immediately 
before reading also fails to attenuate reliance on false-
hoods (Fazio et al., 2013; Rapp, 2008). Presenting materi-
als more slowly and decreasing the complexity of text 
content, both of which should reduce processing burdens 
that can impede careful evaluation, fail to show substan-
tial benefits (Fazio & Marsh, 2008; Marsh & Fazio, 2006). 
Simply waiting for time to pass so that people can no 
longer easily recall previously read information may be 
futile, as some researchers have reported that reader reli-
ance on falsehoods can increase over time (Appel & 
Richter, 2007).

Recent accounts have contended that these kinds of 
strategies fail because reliance on even obvious inaccura-
cies should emerge as an ordinary consequence of the 
mechanisms that underlie memory, problem solving, and 
comprehension (Maj-Britt & Richter, 2014; Marsh, 
Cantor,  & Brashier, 2016; Rapp, Jacovina, & Andrews, 
2014). Consider that people exhibit a tendency to rely 
upon memories that are easily accessed (Benjamin, Bjork, 
& Schwartz, 1998), which can encourage the use of 
recently presented information even when it is inaccurate. 
Additionally, information that is encoded into memory but 
refuted tends not to be completely overwritten. Rather, 
any subsequently encountered cues, including questions 
about related content, can reactivate previously encoded 
but discounted or debunked memory traces (O’Brien, 
Cook, & Guéraud, 2010). People also do not regularly tag 
the reliability of sources or the quality of information in 
memory during reading (Sparks & Rapp, 2011), which 
allows inaccuracies to contaminate prior knowledge. 
These routine cognitive processes, which are useful for 
our efficient acquisition of the kinds of accurate informa-
tion we regularly encounter, also operate when we 
encounter inaccurate information. The challenge is to 
identify factors that mediate the influence that information 
exerts on subsequent tasks, with the goal of leveraging 
such considerations to reduce reliance on inaccuracies.
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In recent work, my colleagues and I have begun iden-
tifying factors, each directly linked to the routine pro-
cesses underlying comprehension, that attenuate the 
problematic consequences of exposure to inaccurate 
content. These factors highlight critical boundary condi-
tions associated with people’s reliance on falsehoods, 
with some under control of the reader and others driven 
by the nature of text content. They also constitute a start-
ing point for developing applications intended to con-
strain people’s encoding of inaccurate information and 
encourage critical evaluation during reading.

Four Conditions That Reduce Reliance

First, when people read inaccuracies, they encode a trace 
of the presented ideas in short-term memory that can 
compete with prior knowledge. Recently encoded inac-
curate information may thus become a viable candidate 
for application to post-reading tasks as a function of 
recency, which is the ease with which recent information 
is retrieved from memory (Baddeley & Hitch, 1993), and/
or the fact that the inaccurate information goes untagged 
as wrong (Rapp, Jacovina, & Andrews, 2014). One strat-
egy for overcoming inaccuracies involves helping people 
avoid encoding inaccurate traces and/or encouraging 
them to tag those traces as problematic. In a series of 
experiments, we asked participants to read materials con-
taining accurate and inaccurate information, tasking them 
with modifying any inaccurate information to reflect cor-
rect ideas (e.g., correcting the assertion “George Washing-
ton was not elected first president of the United States”). 
Participants who made corrections to inaccuracies exhib-
ited clear reductions in the influence of those inaccuracies 
on subsequent decisions (Rapp, Hinze, Kohlhepp, & 
Ryskin, 2014). Notably, the observed reductions were spe-
cific to inaccuracies that participants edited, not to inac-
curacies that participants failed to correct.

Second, some information can prove relevant for a 
variety of situations, whereas other information is specifi-
cally relevant to particular contexts. For example, encod-
ing the fact that a person can shoot webs from his or her 
hands is useful for reading comic books but less useful 
for considering the ways police officers perform their 
duties (Filik & Leuthold, 2013; Nieuwland & Van Berkum, 
2006). By contrast, knowing that falling from a great 
height can be detrimental to one’s health is useful for 
both real-world and fictional contexts. Whether informa-
tion is integrated into general background knowledge or 
compartmentalized and kept separate for specific cases 
can influence the situations in which it is likely to be 
retrieved (Gerrig & Prentice, 1991).

This account suggests that inaccurate information is 
less likely to be generally relied upon if it is compartmen-
talized away from prior knowledge. The potential effects 

of such compartmentalization can be demonstrated when 
participants are presented with stories that are more or 
less relevant or similar to the real world. Consider that 
when false statements appear in fantasy stories (e.g., with 
plots involving dragons and wizards), readers are less 
likely to later use that information to answer questions 
than if the same false statements appear in mundane 
stories describing everyday experiences (Rapp, Hinze, 
Slaten, & Horton, 2014). The contexts in which informa-
tion is delivered can motivate considerations as to 
whether content is relevant to only specific circum-
stances, helping to constrain subsequent use. The chal-
lenge is that contexts can vary on an array of dimensions 
relating to whether and how they are relevant for future 
decisions, which influences the likelihood of compart-
mentalization and any resulting use.

Third, not all kinds of inaccurate information foster 
similar levels of reliance. Some inaccuracies are so implau-
sible that people easily identify them as wrong. Evidence 
indeed suggests that implausible information, as com-
pared to plausible information, is much less likely to be 
relied upon for subsequent decisions (Hinze, Slaten, 
Horton, Jenkins, & Rapp, 2014). For example, whereas 
people can be biased to report that St. Petersburg is the 
capital of Russia, it is difficult to convince them that 
Brasilia is the capital. St. Petersburg is (a) a large city that 
is (b) in the appropriate geographic location and 
(c) strongly associated with Russia, making it a viable can-
didate for consideration as the capital. In contrast, Brasilia 
is in a different part of the world with a different culture, 
language, and climate (among other distinctions). It does 
not share characteristics that would make it an inviting 
lure or plausible alternative for Moscow.

When falsehoods share characteristics with a correct 
option, people are persuaded, fooled, and less evaluative, 
which prevents them from noticing and rejecting inaccu-
rate ideas. Plausible alternatives create confusion between 
correct and inaccurate options, whereas implausible alter-
natives do not. This indicates that the range of situations 
under which people will rely on inaccurate information 
may be more limited than is sometimes argued. It is not 
the case that any sort of inaccuracy will lead to problems; 
instead, falsehoods that align with and are similar in scope 
to correct information or existing beliefs, in addition to 
inaccuracies for which readers have no relevant prior 
knowledge, are most likely to misinform readers. This 
speaks to the need to apply care in the design and imple-
mentation of examples, counterarguments, and analogies 
as offered in instructional settings and materials.

Fourth, information is delivered by messengers who can 
differ in reputability. When inaccurate information is pro-
vided by a credible source, people are more likely to use it 
than if it is provided by an unreliable source (Andrews & 
Rapp, 2014). Tagging information in memory with respect 
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to sources can help determine whether it will be influential 
for subsequent tasks and decisions. Intriguingly, our find-
ings also suggest that when people know little about a 
source, they treat information from that source as credible. 
This again aligns with normal processes of cognition, as 
people do not routinely tag for credibility, often accepting 
contributions rather than subjecting them to reanalysis or 
criticism (Gilbert, Krull, & Malone, 1990; but see Richter, 
Schroeder, & Wöhrmann, 2009). One implication is that tag-
ging should be particularly effective when it marks who or 
what is not reliable. This aligns with the view that attempts 
to reduce reliance on information must consider not just 
message content but also the deliverer of that content 
(Chaiken, Liberman, & Eagly, 1989; Petty & Cacioppo, 1986). 
Of course, source evaluation requires substantial motiva-
tion, indicating the need for explicit instructional guidance 
and support to help people avoid the allure of inaccuracies 
conveyed by unreliable informants (Sparks & Rapp, 2011).

Applications

Student coursework from kindergarten to college involves 
not just being exposed to concepts and ideas but also 
learning how to reason about claims and conjectures 
introduced with different kinds of evidence. These are 
skills that prove important for participating in academic 
settings as well as outside of them. Determining what 
matters when, what supports or refutes a statement, and 
how to deal with contradictory sources is critical for rou-
tine activities (e.g., reading novels; watching television 
news programs), as well as for performing the tasks 
required of citizens (e.g., evaluating political statements; 
offering expert advice). Understanding when and how 
people are influenced by intentional and unintentional 
inaccuracies can inform the design of training experiences 
and materials-based interventions intended to enhance 
critical thinking (Andrews & Rapp, 2015; Lewandowsky,  
Ecker, Seifert, Schwarz, & Cook, 2012; Proctor & Schiebinger,  
2008). Of course, attempts at intervention must be bal-
anced by the cost of encouraging evaluations when they 
might not be necessary, which could require resources 
perhaps more usefully applied to other aspects of com-
prehension experiences. If the behaviors that allow for a 
reliance on inaccurate information are those that are 
routinely enacted during learning generally, attempts at 
disrupting those processes could prove misguided or 
problematic if they impede interactions with accurate 
content. But attempts to support evaluative mind-sets are 
nevertheless important, given the frequency with which 
inaccurate information appears in newspapers, novels, 
discussions, television programs, and social media.
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