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                 The Organization of a Course   How to Use This Book Core Questions in Philosophy is a combination of text and read ings. The text portion is a set of Chapters . The Chapters stand on their own, although they of ten discuss material found in the Readings . 
   Choice of What to Teach This book can be used in a large lecture course that has discussion sections. It also can be used in smaller courses in which there is more opportunity for discussion. Each chapter in this book ends with Problems for Further Thought . These may be used to organize classroom discussion or as sources for paper topics. Obviously, the appropri ate mix of lecturer and discussion will depend on the ability of the students and the amount of time they devote to preparing for class. 
 If you disagree with some ideas in a chapter or think that some important concept has been omitted, then it is clear enough what you n eed to do during the relevant class period. But what should you do in class if the assigned chapte r seems reasonably adequate? This, I confess, is a problem I have repeatedly faced when teach ing this book. You will understand that after the manuscript went through a few revisions, I rarely found chapters that I thought were drastically off the mark. I discovered that presenting the basic ideas de veloped in the text, in an energetic and slightly novel way was very valuable to the studen ts. I believe that it is a virtue, not a defect, to have the material in the text cl osely correspond with what the instructor says in class. It is valuable for students to hear importa nt ideas explained more than once. 
 Of course, it will not do to simply repeat in class what the book says. But the risk of boring the students derives mostly from how th e book's ideas are reformulated. Rather than working through the ideas in the same order, it is useful to ask the students: what is the main point in this chapter? The instructor can usefully "take apart and put back together" the material in the text, even when the text seems fairly adequate. And, of course, changing the examples used to illustrate some key point can also be an excellent pedagogical device. Seasoned philosophers are more able than novice student s to see how the examples are only examples; they are separable from the more general points they are supposed to illustrate. 
 Most of the chapters in th is book correspond to one classroo m period (50 minutes); that is, an instructor can explain the main ideas f ound in most of these subsections (and allow time for questions) in that period of tim e. Some exceptions are the chapters on Descartes' foundationalism (Chapter 13) and on the reliabil ity theory of knowledge (Chapter 14). Naturally, if the instructor explains key ideas at length and also allows time for lengthy discussion, it may not be possible to cover material at the rate just described. 
 In a one-semester course (15 weeks), it is possible to work through the book from beginning to end. If the class meet s three times a week (50 minutes per meeting), this means that one chapter (perhaps with an accompanying Reading from a primary source) per class meeting must be the usual pace. Working from beginning to end during a single semester is made easier if a few chapters are skipped along the way. Chap ter 10 (on Pascal's wager), Chapter 20 (on methodological behaviorism), and Chapter 26 (on psychological egoism) can be omitted without much loss of continuity. In a course that is two quarters (20 weeks) in length, it should be much easier to work through the book in its entirety. In this setting, there will be considerable extra time for substantial attention to material in the Readings that is not covered in chapters. However, I think of 20 weeks as something of a luxury; the book was written with a 15-week semester in mind. 
 In a single quarter course (10 weeks), one mi ght hope to cover the first two-thirds of the book: Chapters 1-22 on philosophy of reli gion, epistemology, and the mind/body problem. 
 Another possible mix for a quarter's course w ould be Chapters 1-17 and then 27-33 (philosophy of religion, epistemology, and ethics). 
   Examinations If the book is taught during a single semester, th ere are two natural breaks for exams during the semester. An exam during the fifth week could cover Chapters 1-11 (introductory material and philosophy of religion) and an exam during th e tenth week could cover Chapters 12-22 (on epistemology and the mind/body problem). The fina l could then pick up the last third of the course (on freedom of the will, egoism, and ethics) and also pose some comprehensive questions about the whole course. Each chapter concludes with a set of Review Questions and some Problems for Further Thought . Students might be encouraged to work through the Review Questions, both as they complete each chapter and in reviewing fo r examinations. These questi ons also can be used to construct short-answer questions for examinations. The Problems for Further Thought can be used as sources for more open-ended examination questions. Included at the end of this Instructor's Manual is a set of Synthetic Questions ; these pose problems that draw on material from quite disp arate parts of the book. These might be used to write a comprehensive Final Examination   Paper Topics In the discussion below of the various chapters of the book, I at several points describe possible paper topics that might be assigned to the students. These often involve using ideas from one of my Chapters to analyze the details of one of the Readings. For example, there is a Reading from Pascal, in which he presents his wager (or, rather , presents three different versions of the wager); the students might be asked to identify and analyze these different wagers. And there is a Reading from Plato’s Republic in which Glaucon give s what is in effect an argument for Egoism; this might be analyzed in the light of the Chapter on egoism. 
  Another source of paper topics may be found in the Problems for Further Thought. For example, at the end of the chapter on dualism I quote a brief statement by Frank Jackson of his knowledge argument against physicalism and ask the st udents to analyze this in the light of the discussion in my Chapter of propos itional attitudes and aboutness.  The Main Ideas in Each Chapter Part I: A brief introduction to what the s ubject of philosophy comprises; then, a presentation of basic ideas concerning de ductive, inductive, and abductive arguments. CHAPTER 1: What Is Philosophy? 
  In this Chapter, I give a quick overview of the main questions th at will be addressed in the book. 
 Then I say a little about what philosophy is. The main problems can be posed quite simply. They are: 
  GOD Does God exist? 
 KNOWLEDGE Do we really know anything ab out the world, or do we simply have opinions about the way the world is? 
 MIND Are the mind and the brain the same thing? 
 FREEDOM Do we ever perform actions of our own free will? 
 ETHICS Is there really a difference between right and wrong, or is ethics just a myth? 
 These problem areas have some common prope rties, which provide some indication of what philosophy as a subject is. First, phi losophy addresses fundamental questions of justification. Common sense may tell us that we have free will, that there is a difference between right and wrong, and that we have knowledge of the world we inhabit. Philosophy seeks to discover whether these familiar ideas have any rational justification or are just prejudices. A second feature that unites these problems is that we will approach them by reasoning. 
 Philosophers usually do not do experiments to di scover the answers to philosophical questions. However, this does not mean that the claims of philosophers are based on nothing, that they are just arbitrary speculations that aren't backed up by anything. Rather, philosophers attempt to construct arguments . Ideally, these arguments will rest on plausible assumptions (premises) that lead to an answer to the philosophical question at hand. This does not mean that observation play s no role in philosophy. Many philosophical arguments begin with a statement that is know n to be true through observation. For example, Aquinas' proofs of the existence of God (discussed in Chapters 4 and 5) begin this way. But the observations used here are obvious to everyone; they involve claims such as "Things are in motion" or "Organisms are well adapted to the environments they inhabit." What is distinctively philosophical is the attempt to show that these rather obvious observations lead to theism, to a resolution of the philosophical question "Does God exist?" CHAPTER 2: Deductive Arguments. What is an argument? What makes an argument deductively valid? 
  One of the main pedagogical problems here is that philosophers use terms such as "argument" and "valid" in a way that is di fferent from everyday usage. It is important to emphasize this, perhaps by saying several times "Valid does not mean valid!" and the like. 
 An argument has two parts: the premises (or assumptions) and the conclusion (the proposition that the premises are supposed to show is true). Premises and conclusions must each be propositions. A proposition is what a declarative se ntence says (or expresses). It is either true or false. The term "valid" is tricky for students in two ways. First, we only apply the term to arguments, not to ideas or statements. Second, va lid arguments can contain propositions that are thoroughly implausible. The definition of deductiv e validity contains the word "IF." Students need lots of help with this. "Don' t forget the IF" bears emphasizing! 
 In Chapter 2, I provide two examples of argum ents that have the same logical form, but whose subject matters have nothing to do with each other. This is a useful pedagogical device. It helps students see what it means to talk about the logical form of an argument. It also helps them see that a valid argument can contain fa lse premises and a false conclusion. 
 In this Chapter, I also talk briefly about what truth is. The main point is that truth differs from belief. It might be helpful to jump up a nd down a little about how the expression "it's true for me" is misleading. I also in troduce the terms objective and subjective at this point. Here's how I use these terms: • Objective statements are true or false independent of what is going on in any subject's mind. 
 • A subjective statement depends for its tr uth on what occurs in someone’s mind. 
  For example, "The Rockies are over 10,000 feet tall" is an objective statement, whereas "I believe that the Rockies are over 10,000 f eet tall" describes a subjective fact. 
  CHAPTER 3: Inductive and Abductive Arguments. What makes such arguments stronger or weaker? 
  If an argument is deductively valid, then the premises provide an absolute guarantee that the conclusion must be true. There are arguments that fail to provide an absolute guarantee, but still the premises provide strong reasons for thinking that the conclusion is true. These I call strong nondeductive arguments . 
 I distinguish inductive from abductive arguments. Inductive arguments involve sampling from a population. An abductive argument (some times called an "inference to the best explanation") involves inferring an explan ation for the observations one has made. 
  The text discusses the following ex ample of an inductive argument: 
  60% of the county voters called in a tele phone survey said they are Democrats. 
 ======================  60% of the county voters are Democrats. 
  The first point to notice about the argument is that it is not deductively valid. The truth of the premises does not absolutely guarantee that the c onclusion must be true; it is possible that the conclusion turns out to be false even though the premises are true. 
 Two factors influence whether an inductive argument is stronger or weaker. These are sample size and the unbiasedness of the sample. The argument is stronger if 1,000 people were telephoned rather than just 100. And the argument is stronger if voters were called at random rather than called from a union membership list. Abductive arguments are a bit harder for students to understand. But the effort is worthwhile, since such arguments play a very im portant part in the rest of the course. For example, the chapters on philosophy of religi on discuss several abductive arguments for the existence of God. The text presents two examples of abduc tive arguments, one scientific, the other everyday. The scientific example is Gregor Mendel's discovery of genes; the everyday example involves Sherlock Holmes' solution of a murder mystery. Mendel never directly observed genes. Rath er, he observed patterns of resemblance between parents and offspring in his pea plants . Based on these observations, he postulated the existence of genes. The theory he invented about genes had this property: If the theory were true, it would explain why offspring rese mble parents in the way they do. 
 Holmes did not directly observe the murder. Rather, he observed various clues. Based on these observations, he put forward the theory that Moriarty committed the crime. This theory has the following property: If the theory were true, it would explain why various clues were present at the scene of the crime. What makes an abductive argument stronger or weaker? A strong abductive argument will obey the requirement described by the Surprise Principle. The Surprise Principle answers the following question: When will an observa tion provide strong evidence in favor of one hypothesis, H1, and against another hypothesis, H2? The main a pproach I take to abductive inference is that it involves the problem of discriminating between competing hypotheses. To infer that H1 is true, one must provide st rong evidence that favors H1 over its rivals. In thinking about abduction, it is useful to state explicitly what the rival hypotheses are (even when this may seem a little obvious) and then to think of abduction as the solution to a discrimination problem. In the text, two examples i llustrate this. The first involves an emergency room doctor who wishes to tell which of the following hypotheses is correct: 
  H1: The patient is having a heart attack. 
 H2: The patient is not having a heart attack. 
  The point made in the text is that observing that the patient has a heart is not strong evidence favoring H1 over H2. But observi ng that the patient has an erratic EKG (electrocardiogram) is strong evidence favoring H1 over H2. The second example involves going to a gym and trying to figure out which of the following hypotheses is true of a man you meet there: 
  H1: The man is an Olympic weight lifter. 
 H2: The man is not an Olympic weight lifter. 
  Observing that the man can lift your hat is not strong evidence favoring H1 over H2. But observing that he can lift 400 pounds is strong evidence favoring H1 over H2. 
 The Surprise Principle describes when an observation strongly favors one hypothesis over another and when it fails to do so. The pres ence of a heart does not strongly discriminate, because you would expect the patient to have a heart, whether or not he was having a heart attack. On the other hand, an erratic EKG would be strong evid ence favoring the hypothesis that the patient is having a heart attack, because you w ould expect the patient to have an erratic EKG if he were having a heart attack , but you would expect the patient not to have an erratic EKG if he were not having a heart attack. In a nutshell, erratic EKGs are surprising in people who are not having heart attacks, but are not surprising in people who are having heart attacks. 
  The Surprise Principle reads as follows: 
  An observation O strongly favors H1 over H2 when the following two conditions are satisfied, but not otherwise: (1) If H1 were true, you would expect O to be true; (2) if H2 were true, you w ould expect O not to be true. 
  The students will find it useful if you discuss how this principle applies to one or two examples that are not worked out in the text . An example: a hypochondriac who thinks he has cancer because he has a fever. In addition to the Surprise Principle , a second idea is presented in the text that is relevant to telling whether an abductive inferen ce is stronger or weaker. I call it The Only Game in Town Fallacy . The main point here is that you don't have to believe a theory just because it is the only theory so far invented that is able to explai n the observations. There is another option: you can simply admit that you do not know what the explanation is. The example in the text that illustrates this principle is as follows: We hear noises in the attic. I suggest that the explanation is that there are gremlins bowling up there. You are not obliged to believe this story, even if you are not able to think of a more plausible explanation. 
 Part II: A survey of the main arguments concerning the existence of God. Along the way, several important philosophical concepts (e.g., necessity, the a priori) are introduced. Some less standard topics include evolutionary theo ry (in connection with the design argument) and decision theory (in connection with Pascal's wager). Philosophy of religion occurs firs t in this book for several reasons. It is the problem area most familiar to students. It also contains a number of self-contained arguments (proofs for the existence of God) that can be discussed. And fi nally, it provides a useful context for introducing a number of philosophical concepts th at have more general significance. 
   CHAPTER 4: Aquinas' First Four Ways   This chapter covers somewhat simplified presentations of the first four of Aquinas' five proofs of the existence of God (the "five ways"). In assessing each of these arguments, I try to separate the question of validity from the question of whether the premises are true. 
 For the most part, I treat the first way (the argument from motion) and the second way (the argument from causality) together. I intr oduce the idea of a fallacy that I call the Birthday Fallacy . This is the mistake of thinking that "everyone has a birthday" logically implies "there is a single day on which everyone was born." I claim that this fallacy occurs in the formulations I discuss of several of Aquinas' arguments. The students might be asked to consider whether any of Aquinas' arguments can be reformulated so as to avoid committing this fallacy. Since the Birthday Fallacy will be important in later chapters , it is important that the students grasp what it means. In discussing Aquinas' third way (the ar gument from contingency), I explain the difference between contingent and necessary bei ngs (and also the difference between contingent and necessary propositions). Students often c onfuse a proposition's being necessary with its being certainly true. I take pains to show why these are different. In this chapter, I also explain what a reductio ad absurdum argument is. These concepts are used in subsequent chapters, and so they might be emphasized in class discussion. The fourth way ("the more and the less") I di scuss briefly. I think this argument is the least important of Aquinas' five, a nd so it might be skipped in class. 
 This chapter (obviously) corresponds to fou r-fifths of the first selection in the Readings -- Aquinas' "Five Ways to Prove that God Exists ." The students might be asked to improve the formulations of Aquinas' arguments that I discus s in the chapter. Can they provide formulations that are truer to the original text? Can they pr ovide formulations of the arguments that avoid some of the criticisms I have made?  CHAPTER 5: The Design Argument   This chapter describes Aquinas' formulation of the design argument (the fifth way), Paley's version of it, and two of Hume's criticisms of the design argument. 
 The main idea in Aquinas' argument is that a goal-directed system must either have a mind or must have been created by a being with a mind. I discuss what a goal-directed system is and mention Aristotle's idea that everything in na ture is goal-directed. The students might be asked to think about what it means to say that an object is goal-directed. 
 I distinguish global design arguments from local design arguments. The former seeks to explain some feature of the whole universe (such as the fact that it obeys simple laws); the latter seeks to explain some feature of part of the universe (such as the fact that organisms are well-adapted). Paley's argument is a local design argument. I formulate it as an abductive argument, to which the Surprise Principle may be applied. Two hypotheses are considered to explain the observed intricacy and adaptedness of organisms. H1 says that organisms were created by an intelligent designer; H2 says that organisms were created by a random mindless process. Paley claims that the observations would be unsurprising if H1 were true, but would be surprising if H2 were true. If he's right, then the Surprise Principle allows him to conclude that the intricacy and adaptedness of organisms st rongly favors H1 over H2. 
 Notice that this summary of Paley's argumen t does not mention his famous watch. What is the point of this analogy? He is saying that the abductive argument to a designer of organisms is at least as strong as the abductive argument to a design er of the watch found on a heath (or on a "beach" in my presentation). I then describe two of Hume's criticisms of the design argument. I argue that neither of them is decisive. Hume treats the design argument as an analogical or inductive argument. This, I claim, misconstrues what the real force of the argument is. Induction and abduction are different. 
 Hume's first criticism begins with the clai m that there is only a weak analogy between a well-functioning watch and an ad apted organism. They are dissimilar in many respects. I claim that this is irrelevant; it doesn't matter whether organisms and watches are overall very similar or overall very dissimilar. What matters is how best to explain a single cluster of characteristics that each possesses. Each is intricate and well-suited to attaining certain ends. They may differ in other ways, but that doesn't matter. Hume's second criticism depends on thinking of the design argument as an inductive argument. He says that a strong argument for th e conclusion that the organisms in our world were created by an intelligent designer would re quire us to have sampled many worlds and to have observed an intelligent designer in all or most of them. As Hume says, this is something we have not done. I claim that this, too, is irrelevant. The design argument is abductive, not inductive. For Mendel to conclude that his pea plan ts contain genes, he did not have to sample numerous other organisms and observe genes in all or most of them. 
 The students should understand why it is important to think of the design argument as abductive. Sometimes theism is criticized on th e grounds that no one has ever "seen" (observed) God. This is not a strong criticism; Mendel didn't have to see genes to have strong evidence that they exist. This chapter corresponds to the last fift h of the Aquinas passage, and to the Readings in philosophy of religion by Paley and Hume. In the material drawn from Hume's Dialogues on Natural Religion (which I've called "The Critique of the Design Argument") the students might be asked to describe the general positions taken by the three characters. This might be a somewhat "elementary" exercise, but it is important for them to see that there are three different points of view at work in this dialogue.   CHAPTER 6: Evolution and Creationism  In Chapter 5, I presented the design argument (as formulated by Aquinas and Paley) as proposing an abductive inference. In particular, I claime d that the design argument applies the Surprise Principle to two hypotheses. H1 is the design h ypothesis; H2 is the random hypothesis. The design argument claims that the observe d intricacy and adaptedness of organisms favors H1 over H2. 
 Back in Chapter 3 (on inductiv e and abductive inference) I po inted out the following fact: 
 Whether an observation is strong evidence for a hypothesis H depends on which other hypotheses H competes with. The example discussed there was as follows:  H1: Sam has chicken pox. 
 H2: Sam has measles. 
 H3: Sam has poison ivy. 
  Suppose a doctor assumes that H1 or H2 is tr ue. Then the fact that Sam has a fever does not strongly support H1 over its competitor H2, since both hypotheses predict that Sam will have a fever. On the other hand, if the doctor assumes that H1 or H3 is true, then the fever does strongly support H1 over its competitors, since H1, but not H3, predicts a fever. 
 This general point applies directly to the design argument. If you a ssume that there are only two possible explanations of the observed ad aptedness and intricacy of organisms’ -- the design hypothesis (H1) and the randomness hypothesis (H2) -- then the observations seem to strongly favor the design hypothesis. Matters cha nge, however, when a third hypothesis (H3) is considered. This third alterna tive is Darwin's hypothesis of evolution by natu ral selection. 
 This similarity -- between the hypotheses about Sam and the design argument -- should be emphasized so that the students get a handle on how abductive arguments work. Chapter 6 briefly explains the two (separable) components of Darwin's theory. The first is the hypothesis of common descent, which says that present life forms have common ancestors. 
 The second is Darwin's explanati on for why life forms differ from each other. Diversity is the result of natural selection, which adapts organisms to the environments they inhabit. I then discuss what sorts of evidence seem to be telling about the first of Darwin's ideas, the hypothesis that different species are descende d from common ancestors. Here I describe an idea I term (following Hans Reichenbach) the Principle of the Common Cause. This is the idea, roughly, that a surprising similarity between objects A and B should be explained by the hypothesis that they have a common cause, C. Two examples illustrate this principle. Th e first involves two students who submit word-for-word identical essays in a philosophy course. It is conceivable that they wrote their essays separately; but far more plausible is th e hypothesis that they worked together (perhaps each copying from a common source, such as a paper in a fraternity file). The second example is the similarity between the words for numbers in French, Italian, and Spanish. It is conceivable that each language developed se parately and by coincidence happe ned on the same vocabulary; however, it is more plausible to su ppose that the similarity is due to the fact that the languages have a common ancestor (Latin). A further point is developed about this sec ond example. Arbitrary similarities between the languages provide better evidence of common ancestry than functional similarities. French, Italian, and Spanish all contain names, but the fact that they all contain names does not strongly support the hypothesis that they have a common ancestor. (We would expect quite unrelated languages to contain names, since names seem to play an obvious functional role in communication.) This idea is then applied to the biologica l problem of explaining why various species resemble each other. Examples are given of arbitrary similarities and of imperfect adaptations. In each case, I suggest that the obs ervations favor the hypothesis of common descent (H1) over the hypothesis that each species was separately created by a superintelligent designer who wanted to have species be perfectly adapte d to their environments (H2). 
 In claiming that H1 is better supported than H2 by what we observe, I am not claiming that our observations favor H1 over the following hypothesis: 
  H3: God created each species separately, but en dowed them with the very characteristics they would have had if they ha d evolved by natural selection. 
  H3 is so formulated that it is predictive ly equivalent with H1. Although the Surprise Principle says that the evidence favors H1 over H2, it does not say that the evidence favors H1 over H3. Once again, the principle about abductive inference mentioned in connection with diagnosing Sam's illness applies: Whether the evidence we have strongly favors the hypothesis of evolution by natural selecti on depends on what the alternative, competing hypotheses are. 
  It is worth emphasizing here that there ar e many versions of the intelligent design hypothesis. Some versions make predictions that are at variance with what we observe; others predict precisely what we observe. The reason this is possible is that an intelligent design hypothesis has two components; it asserts that “an intelligent designer built organisms,” but it also needs to make auxiliary assumptions about wh at this designer, if he exists, would want and be able to achieve in the features that organi sms have. I raise the question of whether we are able to know which of these auxiliary assumptions are true. If we cannot, then the claim that “an intelligent designer built organisms” will be untestable. This point makes it worthwhile to revisit Pale y’s pre-Darwinian version of the argument. What IS the probability that organisms would have the features we observe if they were produced by an intelligent designer ? It is not so obvious that this probability is higher than the probability that they’d have these features if they were created by random physical processes.   CHAPTER 7: Can Science Explain Everything? In the previous chapter, I argued that the observed adaptedness and intr\ icacy of organisms does not provide strong evidence for the existence of God. This leaves open the possibility that some other observed feature of the world might provide strong evidence that God exists. 
 The main question of this chapter is whether there are some facts about the world that science will never be able to explain. Here I'm not interested in temporary scientific ignorance (of which there is plenty), but in a permanent incapacity. I argue that there are facts that science never will be able to explain. Science is in the business of answering what I call local why-questions. These questions ask why part of the world's history is one way rather than another. But now consider the following global question: 
 Why is the whole history of the universe one way rather than another? I claim that science is inherently unable to answer this. By "whole history of the universe, " I mean the totality of what exists in space and time. If God is to explain this totality, then God must be outside of space and time. It is puzzling, to say the least, how something outside of space and time can cause everyt hing inside space and time to come into existence. Having admitted that science cannot expl ain everything, I go on to talk about The Only Game in Town Fallacy , which I introduced in Chapter 3. Th e fact that science can't answer global why-questions does not oblige us to thi nk that God is a plausible explanation. We are entitled to admit that there ar e things about the universe that we cannot explain. Not only are there things we don't understand now, there al so are things that we never will understand. 
 CHAPTER 8: The Ontological Argument In this chapter, I introduce the distinction between a priori and a posteriori propositions (and the derivative distinction between a priori and a posteriori arguments). Aquinas' five ways are a posteriori arguments; Anselm's ontological argument attempts to provide an a priori proof of the existence of God. In the Box in this chapter, I distinguish the a priori/a posteriori distinction from the necessity /contingency distinction. It is importa nt that these not be conflated. I don't argue for the view I present here, but just suggest that it is plausible. I claim that there are necessary a posteriori truths (scientific laws) an d that "I am thinking" is a priori and contingent. This goes against the familiar doctrine that necessity and the a priori exactly coincide. One pedagogical advantage of the position I take here is that it helps the students to avoid confusing these distinctions. I postpone mention of the analytic/synthetic distinction until the next chapter. 
 The simplified version of Anselm's argument I discuss says that God is the best possible being and that necessary existence is perfection. It is important that the students see why the premises in this argument are supposed to be a priori. They also should understand why possible and conceivable are different. Ag ain, I treat necessity and possibility as objective categories; conceivability is psychological. I am sympathetic to Gaunilo's criticism of Anselm's argument. Gaunilo tries to construct an argument that has the same logical form as Anselm's. It appears that Gaunilo's island argument must be invalid (though it isn't entire ly obvious where the logical error occurs). If Gaunilo's argument is invalid and if it has the same logical form as Anselm's, then Anselm's argument is invalid as well. Here I exploit id eas about logical form introduced in Chapter 2. 
 Chapter 8 concludes with a brief discussion of Kant's diagnosis of what is wrong with the ontological argument ("existence is not a predicate" ). I also try to show why "building existence into the definition of a concept" does not guarantee that the concept is exemplified. 
 Anselm's formulation of the ontological argument and Gaunilo's island objection are reprinted in the Readings. Again, it would be worthwhile for the students to determine whether the reconstruction of the arguments provi ded in the chapter can be improved upon.  CHAPTER 9: Is the Existence of God Testable? 
  Logical positivists maintain that the sentence "God exists" is meaningless; it is neither true nor false. They claim this because they endorse the testability theory of meaning (a sentence must be testable if it is meaningful) and they deny that "God exists" is testable. 
 A meaningful sentence, according to positivism, is either a priori or a posteriori . 
 Positivists maintain that all a priori sentences are analytic and that all a posteriori sentences are synthetic. An analytic truth is one that can be deduced from definitions. "God exists" is not analytic, says the positiv ist. The sentence does not follow from the definition of the terms occurring in it, contrary to what the ontological argument maintains. 
 What makes a sentence a posteriori? Positivists often maintain that an a posteriori sentence must be falsifiable . The sentence must logically imply at least one observation sentence whose truth or falsehood can be decided by direct observation. Positivists’ claim that "God exists" is not fals ifiable; it has no implications that can be checked by making observations. Positivists conclude that the sentence "God exists" is meaningless because it is neither analytic nor falsifiable. To help the students understand these ideas, it is important to stress that falsifiable does not mean false. It also is important to emphasize the plausible idea that positivism is trying to capture: Scientific statements seem to rule out ways the world might be. Scientific statements do not seem to be compatible with all possibl e observations. The rough idea behind positivism is that a sentence must rule out something ( observational) if it is to say something. 
 I then argue against the testability theory of meaning. I claim that scientific statements are usually not falsifiable. Sc ientific hypotheses rarely deductively imply predictions all by themselves. Scientific hypotheses must be conjoined with auxiliary assumptions if they are to have testable consequences. I then show that the sentence "God exists" issues in testable consequences when it is conjoined with suitably selected auxiliary assumptions. 
 Nevertheless, it is not so easy to test the hypot hesis that God exists. The trouble is that we do not know which auxiliary assumptions to make about God. In many scientific (and everyday) cases, it is possible to obtain independent eviden ce that allows one to decide which auxiliary assumptions to make. This is illustrated in the text by an example about Sherlock Holmes. 
 I conclude that "God exists" is meaningful (it isn't unintelligible gibberish). But that doesn't mean that it is easy to test the statement. The Reading from A. J. Ayer's Language, Truth, and Logic provides an example of the position I am criticizing in this chapter . Students might be asked to identify the arguments that Ayer presents for thinking that statements about God are meaningless. 
  CHAPTER 10: Pascal and Irrationality  Pascal's wager offers a prudential reason, not an evidential reason, for thinking that God exists. 
 This distinction is an important one. I represent Pascal's wager in the vocabulary of modern decision theory. There are possible actions (believe that God exists , or don't believe) and possible ways the world might be (either God exists or does not). The payoff of an action (how good or bad it is for the agent) depends on the way the world is. So Pascal's wager can be represented by filling in a two-by-two table. 
 I consider two objections to Pascal's argumen t. The first points out that believing is not something we can decide to do. It isn't subject to the will, so it shouldn't be considered an action. 
 I agree that we can't decide to believe that God exists, but I don't see that this undermines Pascal's argument. Pascal realizes that people can' t simply decide to believe. He says that if you are convinced by the wager, then you should go liv e among religious people, so that habits of faith will gradually rub off on you. Although you can 't simply decide to believe in God, you can decide to perform actions that will make it likely that eventu ally you will become a believer. 
 This doesn't detract from Pascal's claim to have provided a prudential reason for being a theist. 
 The second objection is more telling. Pascal presupposes a very definite picture of what God would be like if he existed. The assumption is that God would send believers to heaven and disbelievers to hell. Why should we accept this auxiliary assumption? There are other ways to think about God. He might reward people who lead a good life and punish people who are evil irrespective of their theological convictions. Or he might send everyone to heaven, except for those who believe in him on the basis of Pascal's wager. I then discuss a psychologi cal explanation of theism that Freud advances in The Future of an Illusion. (Others have advanced basically the same idea.) Theism is a comforting idea; this is the psychological attraction it has, quite apart from whatever evidence there might be as to whether there really is a God. I then use Freud's idea to reformulate Pascal's wager. Suppose you would be depressed and unfulfilled if you thought that there were no God, but happy and loving if you thought that God existed. If this psychological assumption about you is correct, then you have a prudential reason to be a theist. I connect this argument with pragmatism. It is roughly the argument that William James gives in “The Will to Believe,” pa rt of which appears in the book as a Reading . 
 Students should be clear on how this argument differs from the one that Pascal advances. 
 They also should see why the s econd objection to Pascal's argum ent does not apply to the one just given. I do not attempt to refute this pragmatic argumen t. W. K. Clifford attempts to do so in a passage from "The Ethics of Belief," which is provided as a Problem for Further Thought . The students might be asked to evaluate the psychologi cal argument for theism formulated in the text and Clifford's reply. A passage from Pascal’s Pensées is included in the Readings. A good exercise for the students would be to identify the different versions of the wager that Pascal formulates. Later ones are refinements of earlier ones. Each is a decision problem of the sort discussed in my Chapter.   CHAPTER 11: The Argument from Evil The first version of the argument from evil discu ssed in this chapter has the conclusion that atheism is true. To avoid this conclusion, one must abandon at least one of the premises. I'm interested in the approach that grants that evil ex ists, but wishes to maintain that God exists and is all-powerful, all-knowing, and all-good (all-PKG). This is the program of theodicy. I claim that the most important problem here is not to explain why there is some evil rather than none at all. The real problem is to explain why there is as much evil as there is. Why do we have the quantity of evil we do rather than one ounce less? I distinguish two kinds of evil. There are th e evils that are brought into existence by human action, and there are the evils caused by natural events (s uch as floods and earthquakes) that are not under human control. One reason that an all-PKG God would allow evil to exist is that some evils are "soul-building" (the phra se "the vale of soul-making" is fr om John Keats). There are some evils that make us into better (stronger, more self-relia nt) people. It also has been argued that at least some evils exist as necessary consequences of th e fact that we have free will. (I postpone until Chapters 23-25 discussion of why God could not have made us both free and thoroughly good.) I concede that each of these considerations might show why an all-PKG God would allow some evil to exist rather than have there be none at all. But this fails to address the fundamental question about the quantity of evil. I suggest th at these two explanations do not account for the amount of evil we find in the world. I don't say th at this shows that there is no God. Rather, my claim is that the amount of evil we find suggests that if God exists, then he is not all-PKG. 
 Part III: The epistemological questions discussed in this part of the book focus on knowledge and on justified belief. The questio n "Do we have knowledge?" is considered in connection with Descartes' foundationalism a nd the reliability theory of knowledge. I explore the concept of justified belief in co nnection with Hume's problem of induction. CHAPTER 12: What Is Knowledge? 
  This chapter introduces the problem of knowledge . As a preliminary move, I distinguish three kinds of knowledge, which I term object knowledge, know-how knowledge, and propositional knowledge. It is the last of these that will con cern us; we want to identify necessary and sufficient conditions for it to be true that a person S knows that p, where p is a proposition. 
 In this chapter, I explain what "necessary" a nd "sufficient" mean. I also explain what "if and only if" means. These pieces of terminology ar e used repeatedly in the rest of the book, so it will be useful for the students to have them reviewed in class. I claim, with not much argument, that knowledge requires belief and that knowledge requires truth; that is, if S knows that p, then S believes that p. And if S knows that p, then p must be true. These are each necessary conditions for knowledge. 
 I then discuss Plato's argument in the Theaetetus that true belief is not sufficient for knowledge. Something else is required. The JTB Theory (Justified True Belief) of knowle dge suggests that the concept of justification furnishes this missing element. This theory says that S knows that p precisely when (1) p is true, (2) S believes that p, and (3) S is justified in believing that p. The theory says that these conditions are separately necessary and jointly sufficient. What does "justification" mean in this theory ? This isn't entirely clear. But relying on the material from Chapters 2 and 3 on deductive, inductive, and abductive arguments, we can say that a justification may be provided by an argument of these three sorts. 
 I then present a counterexample, proposed by Gettier, to the JTB theory. This example involves the agent deducing a truth from a reasonably held belief that is in fact false. Two other counterexamples to the JTB theory (one involving a clock, the other a lottery) are then presented; in these, the agent makes a strong non- deductive inference from true premises. 
 Here again is a piece of terminology that th e students should be clear on: what is a counterexample ? 
 Consider the lottery counterexample. Why is it false to say that you know that the lottery ticket you have just purchased in a lottery (assume d to be fair) will not win? The probability is very high that you won't win. But that isn' t enough for you to know that you won't win. A plausible diagnosis is that you don't know you'll lose because there is a small chance that you'll win. To know that you'll lose, it must be impossi ble for you to be mistaken in your belief that you'll lose. This diagnosis suggests the following argument fo r skepticism, with which the chapter closes: 
  If S knows that p, then it must be impossibl e for S to be mistaken in believing that p. 
 It is possible for S to be mistaken in believing that p. 
 __________________  S does not know that p. In this argument, "p" can be filled in with the proposition "this lottery ticket won't win," but the form of argument has a more general application. It appears that most of the propositions we believe are such that we might be mistaken in believing them. We often believe what we do on excellent evidence, but that evidence does not absolutely rule out the possibility of error. If th is is right, then we have here a deductively valid argument for skepticism in which both pr emises appear to be plausible. However, the skeptical conclusion is radical ly at odds with the commonsense idea that we know things about the world we inhabit. This argument is quite fundamental to th e next few chapters on epistemology. The students should see why there is some plausibility in each of the premises. The requirement that error be impossible is made plausible by consid ering the lottery counterexample and the clock counterexample to the JTB theory. The claim that we can be mistaken in most (if not all) of what we believe can be made plausible by asking the students to imagine how error can creep into the process of belief formation. My point in formulating this argument for skep ticism is that I want to consider ways to challenge its correctness. Descartes rejects this argument; so does the reliability theory of knowledge. But before the students can understand these theories, they must understand what skepticism is and have a feeling for how this skeptical argument works. It is worth emphasizing that skepticism is not just the asse rtion that we lack knowledge. 
 Skepticism becomes a philosophically interest ing position when it is supported by arguments. 
 The above is one such argument. CHAPTER 13: Descartes' Foundationalism This chapter describes some of the main epistemological themes in the Meditations (all six of which are reprinted in the Readings). It also brings in a few ideas and passages from the Discourse on Method and the Principles of Philosophy . Descartes' dualism is the subject of Chapter 19. 
 The main goal of the present chapter is to get students to understand what Descartes is trying to achieve: he is trying to refute the skeptic by constructing a foundationalist theory of knowledge. The chapter concludes with an account of how Descartes' theory attempts to refute the argument for skepticism presented at the end of the previous chapter. 
 The material in this chapter takes me two to three 50-minute class sessions to present. If there is lengthy discussion or if material not in the Chapter is also presented, more time may be required. I'll break my comments on this Chapter into two parts. 
  Descartes -- Part 1  Descartes' goal is to refute the skeptic; his c hosen method for achieving this goal is to construct a foundational epistemology. The first task, then, is to explain what foundationalism is. 
 Two analogies are important. There is the analogy with building a house on a foundation that is both (1) solid and (2) sufficient to suppor t the superstructure. There is also the analogy with Euclidean geometry. Euclid thought that a small number of axioms could be identified that are both (1) obviously true and (2) sufficient to allow the whole of geometry to be deduced. 
 How is Descartes to select the axioms of his system? That is, which of his beliefs will provide the foundations for everything el se he knows? Descartes uses the method of doubt to do this. His goal is to discover which of his beliefs is indubitable. To show that a proposition is dubitable, one constructs a story in which one believes the proposition though, in fact, the proposition is false. An indubitable proposition is one about which no such story can be constructed. 
 Students need to be walked through this id ea. They often have the vague idea that "indubitability" and "certainty" are the same. The way in which Descartes deploys a procedure for determining whether a proposition is indubitable needs to be made clear to them. They also sometimes confuse doubting a propositi on with showing that it is false; this confusion also needs to be addressed. Students will readily see why perceptual belie fs fail the method of doubt test. With some help they will grasp why the evil demon idea shows that one can err in believing supposedly a priori propositions. 
 The next step is to get the students to see why Descartes (with some plausibility) maintains that "I exist" and "I think" pass the method of doubt test. The same argument can be applied to show that beliefs of the form "I seem to see... "are indubitable. In Chapter 2, I emphasized the idea that belief and truth ar e different; believing that p does not guarantee that p is true. To think otherwise is to indulge in "wishful thinking." The beliefs that Descartes says pass the method of doubt test require that this absolute separation of belief and truth be tempered. Apparently, there are some propositions such that believing them guarantees that they must be true. I then discuss the more general th esis of the "incorrigibility of the mental." This is the idea that subjects cannot be mistaken in the beliefs th ey have about the contents of their own minds. 
 Freud and other psychologists have rejected this idea. It is possible to argue with Descartes' claim that I have indubitable knowledge of what is going on in my own mind. But, for the sake of argument, I grant him this claim. These beliefs, I concede, are foundational. The question then arises of whether this foundation is sufficient to support the rest of what I know. Fo r example, how can I show that I have perceptual knowledge of the world outside my own mind? I can't deduce this from the foundational items already identified. 
 And it is not itself founda tional (as Descartes' rema rks about dreaming show). 
 Although I don't take issue with Descartes' claim that first-person psychological propositions are indubitable, th e students might be asked to consider this question. 
   Descartes -- Part 2 Descartes saw that the foundations have to be a ugmented. Knowing indubitably what is going on in your own mind is not enough to establish that you know what is going on outside your mind. Descartes thought that we know indubitably that God exists and is no deceiver. This, he claims, is also foundational. Two questions need to be asked about this prop osal. First, how can Descartes claim that the existence of God (and the claim that God is no de ceiver) is indubitable, since atheists and agnostics apparently succeed in doubting the claim? If so me people actually doubt a proposition, then the proposition seems like it must be dubitable. The second question is how the claim that God indubitably exists will help Descartes show that we have knowledge of the world outside our own minds. For example, how would it help you show that you now know that there is a page in front of you? 
 I'll take the second question first. Descartes' id ea is that if God is no deceiver, then he will have furnished each of us with a mind that makes it possible for us to know the world as it really is. 
 This doesn't mean that he has given us minds that are infallible. Rather, he has given us minds such that if we are careful and persis tent in our inquiries, we can reach the truth. If God had made us otherwise, he would have been a deceiver. This means that if we determin e that a belief is clear and distinct, then we can rest assured that the belief is true. Clarity and distinctness is a criterion of truth because God is no deceiver. 
 Now back to the first questi on: How can Descartes show th at the existence of God is indubitable? Students need to see that this project is far more ambitious than merely showing that God exists. If successfully arguing that God exists is hard to do, then successfully showing that God indubitably exists is harder still. In the chapter, I review Descartes' causal argument for the existence of God. Descartes thought this argument to be both very simple and very powerful. Its premises, he thought, are indubitable. And the reasoning is so simple that the conclusion inherits from the premises this characteristic of indubitability. Perhaps atheists and agnostics had doubted that God exists before they thought through this argu ment. But this argument, Descartes claims, is irresistible. 
 In the chapter, I try to poke holes in the ar gument. I explain Descartes' distinction between objective and formal perfection. The argument concerns the fo rmer. I then doubt the second premise, the one that says that there is at least as much perfec tion in the cause as there is in the effect. I suggest that we might have obtained our idea of a perfec t being from looking at imperfect things and then applying the concept of negation. I mention that Descartes explicitly rejects this suggestion in the Third Meditation , but I don't discuss what Descartes' line of reasoning is. The students might be asked to recover this fr om the Readings and to evaluate whether Descartes' claim is plausible. In presenting Descartes' causal argument, it is worth emphasizing that his use of the term "objective" (as in "objective existence" or "objective perfection") differs from the one I use in this text. For me, objective means indepe ndent of the mind. For Descartes, it is ideas in the mind that have objective existence. Moreover, he understands objective existence (or perfection) as coming in degrees. How much objective ex istence an idea has is determined by how perfect the thing represented by the idea would be if the thing existed. I briefly consider the question of whether Des cartes has fallen into circular reasoning in his proof of God's existence; I suggest that he has (t hough he of course denied this quite vehemently). 
 In any event, I conclude that Descartes has not succeeded in showing that "God exists and is no deceiver" is a foundational item -- that it is indubitably true. 
 In the last part of the chapter, I consider ho w Descartes proposes to refute the argument for skepticism presented at the end of Chapter 12. Fo r example, how would Descartes show that you now know that there is a page in front of you? Descartes' argument would be as follows. You now are certain that you believe that the object in fron t of you is a page. By introspection, you can tell that this is something you believe. You then can de termine introspectively that this belief is clear and distinct. Since clear and distinct ideas must be true, it follows that there is indeed a page in front of you. Descartes agrees that knowledge requires the impossibility of error. By reasoning carefully and using the clarity and distinctness criterion, one can discover that one now is in a situation in which error is impossible. The students need to see how this line of th inking is related to Descartes' remarks at the beginning of the Meditations to the effect that perceptual beliefs are dubitable. At the beginning, Descartes claims that you can doubt that there is a page in front of you because you can imagine that you are now dreaming. But by the end of the Meditations, Descartes claims to have provided a procedure that you can use to show that you can't be mistaken in believing that there is a page in front of you. These two claims are consistent with each othe r. Consider the general type of belief you might express by saying "there is a page in front of me." It is possible to believe this on a given occasion and be mistaken. But quite consistent with this general fact is another claim, that if you take special precautions, then it will be impo ssible to believe this and be mistaken. 
 Descartes did not succeed in refuting the skeptic . He did not show that we have knowledge of the world outside our minds. In particular, he was not able to show that we sometimes have beliefs about the external world that could not be mistaken. The reliability theory of knowledge -- the subject of the next chapter -- attempts to establish this conclusion, but by radically non-Cartesian means. Descartes' Meditations are reprinted in the Readings. If you decide to assign only a portion of this, the passages on the evil demon ( First Meditation), the indubitability of "I am, I exist" ( Second Meditation ), and the causal argument for the existence of God ( Third Meditation) might be good choices. A more ambitious task to give the students would be to figure out what point Descartes is making in the Second Meditation when he talks about the lump of wax. I suggest postponing Descartes' discussion of the mind/body problem until that subject is taken up in Chapter 19. 
  CHAPTER 14: The Reliability Theory of Knowledge This chapter takes me almost two classroom peri ods (50 minutes each) to explain. Some of the material in it is at least as difficult as anything in the book thus far. Students should be warned that they may find some parts of this chapter heavy going. What is needed is patience and some extra effort! Again, I divide my comments into two parts. 
  Reliability -- Part 1 Before setting out the details of the reliability theory of knowledge, I describe an important characteristic of Descartes' approach to the problem of knowledge. According to Descartes' theory, knowledge is internally certifiable . This means that if I know some proposition p, then I can prove that p is true by a combination of in trospection and a priori reasoning. By gazing within my own mind I can determine (1) that I believe that p; (2) that my belief that p is clear and distinct, and (3) that clear and distinct ideas are true. From (1), (2), and (3), I can deduce that p is true. One important fact about the reliability theory of knowledge is that it denies that knowledge must be internal ly certifiable. In other words, my knowing that p does not entail that I can prove that p is true by introspection and a priori reasoning. Why this is so will be explained presently. The reliability theory of knowledge claims that there is an important analogy between an individual's knowing some proposition and a m easuring device's reliably representing some property of the world. The student s need to see the details of how this analogy is supposed to work. The following table might be put on the blackboard and discussed:  Knowing Measuring Who knows or measures You A thermometer What is known or measured A proposition p The temperature  When you know that p is true, something in you ( your belief) is related in a special way to the world outside your mind. When a thermometer relia bly measures the temperature, something in the thermometer (the height of th e mercury column) is related in a special way to the temperature outside the thermometer. The reliability theory claims that the relationship between you and the world (when you have knowledge) resembles the relationship between a thermometer and the temperature (when the thermometer is a re liable indicator of the temperature). 
 What does it mean to say that a thermometer is a reliable indicator of the temperature? It doesn't mean that the readings happen to be correct. A broken thermometer might by accident happen to say "68 degrees" in a room that is alwa ys 68 degrees. Rather, what is required is that this be true: The thermometer would not say n unless the temperature really was n. Or, put differently, the idea is this: If the thermometer we re to say n, then the temperature would have to be n. If a thermometer is reliable, then what it says cannot be mistaken. A reliable thermometer's reading must be true. Several facts about reliability, so defined, are reasonably clear. First, a thermometer can be reliable without anyone knowing that it is reliable; reliability is an objective relation between a measuring device and its environment. Second, a thermometer can be reliable in some circumstances, but unreliable in others. For ex ample, a well-functioning thermometer may be reliable in normal conditions, but will cease to be so if it is smashed with a hammer. 
 How does this idea bear on the question of wh at knowledge is? The proposal made by the reliability theory is this: S knows that p if and only if (1) S believe s that p, (2) p is true, and (3) in the circumstances that S occupies, if S be lieves that p, then p must be true. 
  Clause (3) can also be expressed by saying: 
 -- In the circumstances that S occupies, S would not believe that p unless p were true. 
 -- In the circumstances that S occupies, it is impossible that S believe p and p be false. 
 Clause (3) says that knowing subjects ar e related to the propositions they know the same way reliable thermometers are related to the temperatures they represent. 
 To get the students to see this parallel, it mi ght be helpful to write the definitions given for what it is to be a reliable thermometer on the blackboard next to the various formulations of clause (3) in the reliabi lity theory of knowledge. 
 Thermometers do not have minds; as a result , they are not able to construct fancy philosophical arguments about thei r own situations. So if you said to a thermometer, "How do you know that you are reli able?" the thermometer would not be able to answer. But this would not show that the thermometer is unreliable. Suppose a philosopher said to some people: "How do you know that your beliefs are really true -- that they are not the results of dreaming or of an evil demon's tampering?" If the people were unschooled in philosophy, they might not be able to answer. But it would not follow from their inability to construct a philosophical answer that they in fact did not know anything. 
 The point is that the reliability theory says that knowledge involves an objective relationship between the subject and the world, which exists independently of the subject's ability to describe that relations hip or to prove that it exists. To know that p, you do not have to be able to construct a proof (a compel ling deductive argument) that p is true. 
 This marks an important difference between the reliability theory and Descartes' approach to the problem of knowledge. Recall De scartes' idea that knowledge is internally certifiable. The reliability theory denies this idea.  Reliability -- Part 2 The second half of this chapter ai ms to make the reliability theory more precise (by clarifying the concept of necessity/po ssibility deployed in its definiti on of knowledge) and to formulate a challenge to that theory (by introducing the thesis of the "r elativity" of knowledge). A Box presents the KK principle and argues that it is fals e; this is not of primary importance and so may be omitted. It is well to begin class discussion by getting the students to recall that clause (3) in the reliability theory's definition of knowledge involves the concept of necessity (as in the formulation "If S believes that p, then p must be true"). What does this claim of necessity mean? I distinguish three kinds of necessity: logical necessity , nomological necessity , and circumstantial necessity . 
 Statements that are logically necessary usually seem to be a priori true; in this text I don't consider Quinean questions about whether there really are a priori truths. I think students have their plates full without introduc ing this idea, although instructors of course can discuss this question as a supplement to the text. Statements that are nomologically necessary are not a priori. It is a posteriori science that discovers laws of nature. Here again, I don't c onsider empiricist challenges to the concept of law. I take at face value the idea that scientific laws tell us what can and cannot happen. Again, this issue might be introduced as supplementary classroom material, though my own view is that this wrinkle can be omitted in an introductory course. The term "circumstantial necessity" is of cour se not standard philosophical jargon. The idea should be clear enough from the examples cited in th e chapter. It may be true at a given time and place that "Joe can't tie his shoes." When it is true, its truth will depend on particular facts about Joe's circumstances. The quoted sent ence is not a consequence of logic or of laws of nature alone. 
 It is circumstantial necessity that is releva nt to the reliability theory. Suppose I say, "If S believes that p, then p must be true" (or, "If the thermometer says the temperature is 68 degrees, then the temperature must be 68 degrees"). Neither of these statements follows from logic alone, nor from the laws of nature alone. Rather, it is particular facts about S's circumstances (or about the thermometer's) that make each true. I then point out an important feature of the reliability theory: To have knowledge, you do not have to be able to cons truct a philosophical argument refu ting the skeptic. Many students think that skepticism must be true if they can't refute the skeptical thesis. They need to see that this does not follow, and why the reliability theory says that it does n\ ot follow. I then introduce a challenge to the reliability theory. I claim that it often is unclear what "in the circumstances that S occupies" means. If these are taken narrowly, we may conclude that S has knowledge. If these are construed broadl y enough, we will reach the opposite conclusion. 
 The students need to be walked through this idea by way of a concrete example. In the text I use the example of looking at a plot of land and be lieving that there is a barn standing there. 
 How might this problem be addr essed? One way is to try to make the concept of "S's circumstances" more precise. The other possibility is to claim that there is an inherent ambiguity in the concept of knowledge -- that whether S knows that p is relative to a somewhat arbitrary choice concerning how narrowly or broadly one cons trues S's circumstances. 
 Since the concept of relativity is used later in the text, it will be important for the students to have a clear conception of what relativity means. I talk a bout a simple example: whether x is to the left of y depends on the choice of some third item z. Students might be asked to think of some other example of a concept that is relative. One thing to emphasize is that when you say that something is "relative," you should be prepar ed to say what it is relative to. When I say "knowledge is relative," I mean that whether S knows that p is relative to (depends on) how you choose to describe S's circumstances; there ar e many equally true descriptions of S's circumstances that yield different conclusions as to whether S has knowledge. 
 Supposing that knowledge is relative, what ha ppens to skepticism? The skeptic claims that we don't have knowledge. If the relativity theory is true, then the skeptic is right in one sense, but wrong in another. Describe the ci rcumstances narrowly and the skeptic is wrong; describe them broadly and the skeptic is right. CHAPTER 15: Justified Belief and Hume's Problem of Induction This chapter shifts from knowledge to the con cept of justified belief. Students need to be reminded how these differ from each other. The previous few chapters discussed skeptici sm as a thesis about knowledge; it also can be formulated as a thesis about justified belief. In fact, two such problems are described. One I call "Descartes' problem"; the other is "Hume's problem." Descartes' problem asks how your present me ntal state justifies the beliefs you have about the physical environment you presently occupy. For example, how does the experience you have when you look east early in the morning justify your belief that the sun is rising? 
 Hume's problem asks how predictions about the future (and claims that take the form of generalizations about past, present, and futu re) are justified, given the past and present observations you have made about your physical environment. For example, how does your observation of past and present sunrises justify your belief th at the sun will rise tomorrow? 
 In formulating these two problems, I divide the beliefs we have into three categories (these are not assumed to be exhaustive). Foundationalism, understood as a thesis about rational justification, asserts that if a belief is justif ied, then it is justified solely by virtue of its connections to lower-level items. Note the IF in this formulation. Hume accepts this, but goes on to argue that our inductive beliefs are not rationa lly justified. Descartes also accepts this idea and then tries to show that we are justified in the beliefs we have about our physical environment. 
 I then present Hume's skeptical thesis about induction and a version of his argument for this thesis. Students need to understand that Hume was saying something quite amazing. Hume was not simply asserting the truism that predic tive beliefs and generalizations do not deductively follow from the observations we have made to da te. He was saying that our observations provide no rational justification whatever for the pr edictions and generalizations we believe. 
 I then formulate Hume's argument. Every i nductive argument requires that we assume the Principle of the Uniformity of Nature (PUN). But this principle cannot be justified inductively (that would be circular). Nor is the principle a priori; Hume says that there would be no contradiction in imagining it false (it isn't anal ytic). He concludes that PUN is unjustified, and therefore so is every belief we believe by making inductions. 
 Students need to recall what it means for an argument to be question-begging or circular. 
 This was discussed briefly in Chapter 2, but it bear s repeating. Also, they need to be shown why Hume thought that inductive argumen ts have to assume that PUN is true; this can be illustrated by talking about an example argument. Hume's skeptical argument about inducti on is presented in the passage in the Readings from Hume's Inquiry. Students might be asked to figure out what Hume means by "matters of fact" and "relations of ideas." This might usefully be related to the Box on the distinction between a priori and a posteriori and the distinction between necessity and contingency in Chapter 8. Another passage worth di scussing is the last paragraph in which Hume says that "the most ignorant and stupid peasants" as well as infa nts and beasts form their expectations about the future in light of the experiences they have had. Hume thinks they do so without formulating rational arguments. The students might be asked what relevance this psychological point has to the question of whether the beliefs th at result can be rationally justified.   CHAPTER 16: Can Hume's Skepticism Be Refuted? 
  In this chapter, I offer a formulation of Hume's skeptical argument about induction different from the one provided in the previous chapter; then I review two replies that have been made to Hume. 
 A reformulation of Hume's argument is needed, since it is very hard to make sense of what the Principle of the Uniformity of Nature (PUN) actually says. It can't say that nature is uniform in all respects (since that is false), and it can't merely say that nature is uniform in some respect or other (since th is would be too weak a principle to license any inductive inference). 
 I then introduce the id ea that a method of inference posse sses some degree of reliability. 
 It should be emphasized that this is not an on/off concept (as in the reliability theory of knowledge), but describes re liability as coming in degrees. I th en introduce the idea that a rule of inference can be thought of as a license to infer particular conclusions from specified premises. Induction is a specific rule of inference (o r collection of such). Hume's skeptical argument can then be reformulated. To justify induc tion, you must show that it will be (highly) reliable. But no non-question-begging argument can do this, so induction can't be rationally justified. There is no mention of PUN in this formulation of Hume’s argument. 
 I then describe P. F. Strawson's reply to Hu me. I describe Strawson as saying that it is no harder to justify the statement that "induction is ju stified" than it is to justify the claim that "bachelors are unmarried." Both are supposed to be analytic. 
 Strawson concedes that it is not analytic that induction will be reliable. But this means that Strawson is suggesting that we can be rati onal in using a method about whose reliability we have absolutely no assurance. I try to cast doubt on this idea. 
 I then take up Max Black's suggested inductiv e justification of induction. I claim (1) that he takes too narrow a view of ho w an argument can be circular, and (2) that even if his argument were not circular, he still would not have shown why we should prefer induction over counterinduction. Of course, the idea of "counterinduction" as a ru le of inference needs to be explained to the students; the id ea is not that counterinduction is plausible (it isn't), but that justifying induction must invol ve showing why induction is a better inference rule than counterinduction. 
 CHAPTER 17: Beyond Foundationalism  I begin by reviewing the simila rities between Descartes' problem and Hume's problem. I label three categories of belief "Level 1," "Level 2," and "Level 3." Hume asks how our Level 3 beliefs can be justified. Descartes poses the same question about our Level 2 beliefs. Both philosophers adopt a foundationalis t assumption about how that justification would have to proceed. Each assumes that if a belief at a given level is justified, it must be justified solely by beliefs at lower levels. I then argue that such justification is not to be had. If justification must be strictly bottom up, we should be skeptics. This claim should be fairly plausible in c onnection with Descartes' problem. If we're going to show why our beliefs abou t our physical environment (Level 2) are justified, we have to have premises that extend beyond the contents of our own minds (Level 1). (As Descartes realized, we have to be willing to make clai ms about the connection between the mind and the external world.) But this claim about the connection between Leve ls 1 and 2 is not a proposition that exists at Level 1. To argue the parallel point about Hume's problem, I review an idea about the concept of inductive evidence. We are entit led to interpret a present observation O as evidence for (or against) some generalization or prediction H only if we are prepared to make background assumptions. Observing a green emerald is not, in itself, evidence for the generalization that all emeralds are green or the prediction that th e next emerald we observe will be green. The observation counts as evidence only because we make particular background assumptions. The rub is that these background assumptions are not strictly at Level 2 and below. 
 I then suggest that we should not think of rational justification in the way that Hume and Descartes did. We should reject the foundationalist standards they were using. In science and everyday life, we often justify a belief p, which exis ts at a given level, by citing other beliefs at that level that provide evidence. The students shoul d be asked to describe examples of arguments of this sort. 
 In constructing arguments of this sort, we are not answering the skeptic who doubts p and all other beliefs at that level. This skeptic, I believe, cannot be answered. But this does not mean that we cannot provide justifying reasons for thinki ng that p is true. Doubts raised in real life are raised about specific beliefs, not about all the beliefs at a given level. I suggest that these more modest (local) doubts are answerable. CHAPTER 18 : Locke on the Existe nce of External Objects   This brief chapter describes four arguments that Locke gives in the Essay Concerning Human Understanding for thinking that the content of our expe rience provides evidence that there is an external world populated by physical objects. In each case, I quote a passage from Locke and then ask the students to repres ent the argument by describing th e premises and the conclusion. This Chapter might be the basis for a useful wr iting exercise. The last argument of Locke’s is especially interesting, I think, because it makes use of the Principle of the Common Cause discussed in Chapter 6 in connect ion with evolutionary theory and the idea of common ancestry. 
 Part IV: This part of the book on the philosophy of mind describes the main positions that have been taken regarding the mind/body prob lem. It then presents the various options that are available on the problem of free will. The last Chapter in the part considers the issue of psychological egoism; it provide s a transition into Part V: Ethics. 
   CHAPTER 19: Dualism and the Mind/Body Problem This chapter begins with a brie f description of what the three main problems in this part on philosophy of mind are about. Each concerns some aspect of the causal chain from (1) genes and environment to (2) beliefs and desires to (3) actions. I begin discussing the mind/body problem by contrasting Descartes' dualism and the mind/brain identity theory. It is useful to empha size to the students that when identity theorists say that the mind and the brain are "the same," they mean numerical identical ("one and the same thing"), not just that your mind and your brain are similar. 
 I then draw a connection between philosophy of religion and philosophy of mind. If one believes that the soul (a part of the mind) is immortal, but that the body is not, then one will be a dualist. This example of an argument for dualism then allows me to describe Leibniz's Law ("the indiscernibility of identicals"). I then descri be the standard form exhibited by arguments for dualism. Descartes' argument for dualism in the Second Meditation is then discussed. The analysis of what is wrong with this argument is somewhat difficult, so students should be warned! The main defect in the argument comes from a failure to attend to the following: The fact that you can doubt proposition P but cannot doubt pr oposition Q does not show that P and Q are about different objects. I c onclude that Descartes’ argument for dualism is invalid. 
 I briefly discuss the more general phenom enon of propositional attitudes. A useful supplement to this material would be disc ussion of the difference between opaque and transparent contexts. The expression "the invent or of bifocals" occurs transparently in the sentence "Franklin was the inventor of bifocals," but opaquely in "Joe believes that Franklin was the inventor of bifocals." An expression occurs transparently precisely when substituting a co-referring expression is trut h preserving. The Box in this chapter on Frege's distinction between sense and reference can be discussed in this connection. 
 I then turn to the argument for dualism that Descartes presents in the Sixth Meditation. 
 This is a straightforward application of Leibniz' s Law. It is valid, but I try to cast doubt on the premises. The students should be reminded that my objecti ons to these two arguments of Descartes' do not show that dualism is false. It is one thing to criticize an argument, another to show that the conclusion of the argument is false. I then turn to a standard objection to dualism: that it requires a causal connection between physical and nonphysical events. I do not claim that this sort of causal connection is impossible; however, I do suggest that it is ve ry mysterious how it could occur. 
 A second, related objection to dualism is that a causal connection between physical and nonphysical events would violate physical conservati on laws. I suggest that this problem may be soluble by the dualist, but I leave the matter so mewhat open. Students might be asked to work out an answer to this problem for themselves. The passages on the mind/body from Descartes' Meditations might be assigned at this point. The Second Meditation is called "the nature of the human mind, and how it is better known than the body." The students might be asked to figure out why Descar tes thinks the mind is better known than the body. Does this mean that psychology is a subject in which more certainty is possible than physics? 
 The Problems for Further T hought include Frank Jackson’s “Mary argument.” This might be a good problem to give the st udents to write a short essay about. CHAPTER 20: Logical Behaviorism  Logical behaviorism advances tw o negative claims and one positiv e claim. The negative claims comprise a critique of dualism and of the idea th at mental states are inner causes of behavior. 
 The positive thesis is the claim that the meanings of mentalistic terms can be specified purely in terms of behavior. I consider the negative theses first. It is important to get the students to see that dualism and mentalism (the view that mental states are inner causes of behavior) are not the same. An identity theorist would endorse mentalism, but not dualism. Ryle's critique of the "Ghost in the Machine" tends to lump these two targets together. But they are separate. Ryle's argument against mentalism is that it lead s to skepticism. If mental states are inner, how do we know what mental states other people occupy? Ryle criticizes the attempt to solve the problem of other minds that ar gues by analogy from one's own case. He says that an analogical argument based on a single observation (of one's own case) is too weak to be worth anything. 
 I reply to Ryle by claiming that we know about the mental states of others abductively, not inductively. It isn't essential that we ever directly observe me ntal states. We hypothesize that others occupy mental states in order to explain why others act as they do. My reply to Ryle resembles my reply to one of Hume's criticisms of the design argument in Chapter 5. The shift from induction to abduction matters. This might be pointed out to the students or posed as a thought problem. The Readings for this part include a version of the analogy argument about other minds formulated by Russell. I then turn to the positive thesis advanced by logical behaviorism. I argue that mentalistic terms cannot be defined purely beha viorally, and that even if they could be, that would not show that mentalism is false. The Box in this chapter ("Pain Without Pain Behavior") might be used as a basis for classroom discussion. The studen ts might be asked to say what the example described there has to do with logical behaviorism. As I've just noted, Ryle criticizes the solution to the proble m of other minds that appeals to an analogy argument. The passage in the Readings from Russell presents such an argument. It might be useful to assign this Reading before the chapter on Logical Behaviorism is assigned and to ask the students to formulate their own criticisms. A hint might be given: think about Hume's criticisms of the design argument, discussed in Chapter 5. CHAPTER 21: Methodological Behaviorism  This chapter is something of a detour from th e mind/body problem, so it might be skipped if one needs to catch up with one's schedule. The reason I say that methodological behaviorism is a bit off the track is that it does not propose a theory about what the mind is; rather, it says that the mind should be ignored in formulating theories of behavior. Even so, many students have heard of Skinner and will be exposed to methodologi cal behaviorist ideas in their courses in psychology and the social sciences. For this reason, it is worth talking about methodological behaviorism if time allows. It needs to be emphasized that logical and methodological behaviorism are different. 
 Indeed, in one respect, they contra dict each other. Logical behaviorism denies that mental states are inner causes of behavior; me thodological behaviorism assumes that mental states are inner, but then says that the mind should be ignored for precisely that reason. 
 As before, I divide the theory at hand into a negative and a positive thesis. The negative part of Skinner's theory consists of his argum ents for why psychology should avoid belief/desire explanations. The positive part consists of his thesis that behaviorism provides an adequate basis for explaining all human (and non-human) behavior. One of Skinner's criticisms of mentalism is th at mental states are not observable. By now my emphasis on abduction should allow the students to guess what I'll say about this argument. 
 Skinner also argues that mentalistic explan ation is "too easy." If one belief/desire explanation turns out to be false, another can be invented. In fact, Skinner's point is that mentalism is not falsifiable. This connects with my discussion of falsifiability in Chapter 9. I reply to Skinner's argument by distinguishing th e general thesis of mentalism from specific belief/desire attributions. The latter are easier to te st than the former. The same distinction can be made with respect to Skinner's own research prog ram. There is the general thesis of behaviorism and there also are specific behavioristic explanations. I argue that general formula tions about a scientific research program are not crisply falsifiable by a single observat ion. Rather, it is only over the long haul that a research program will prove its mettle. In this regard, mentalism and behaviorism are alike. I then criticize Skinner's positive thesis. I first try to clarify what a behaviorist explanation of some behavior mu st look like. I focus on the problem of explaining some "novel" behavior; for example, your handi ng over of your wallet the first time you are robbed. I argue that no behaviorist explanation can be given for such behaviors. I then briefly explain how behaviorism take s a radically environmentalist position on the nature/nurture controversy. In rejecting the ne ed for inner causes of behavior, behaviorism rejects the relevance of genetics as well as the relevance of mentalism. I claim that there are cross-species differences in behavior where this is clearly implausible; within our own species, whether it is right should be decided on a case by case basis, not on the basis of sweeping methodological pronouncements. Students need to be clear that behavior ism goes beyond the innocuous thesis that psychological theories should be tested by looki ng at behavior. It also goes beyond the truism that your behavior can be explai ned by describing previous experiences you have had. Students sometimes think that this latter idea is all that is involved in the claim that one can explain a person's behavior in terms of "previous conditioning."  CHAPTER 22: The Mind/Brain Identity Theory  It is important to emphasize that the identity theory is supposed to be \ an a posteriori claim; one main argument for it concerns the past successes of materialism in the history of science and the prediction that these successes will continue into the future. 
 I suggest that Cartesian dualism as a theory about the mind/body problem resembles vitalism as a theory about the nature of life. Vitalism is no longer a plausible scientific hypothesis; mind/brain identity theorists say that the same thing can be expected to happen to dualism. I then describe a "correlation experiment" in which a brain sc ientist discovers that some type of mental state (pain, for example) turns out to be perfectly correlated with a type of physical state (the firing of c-fibers in the brain, for example). It is important that the students see that this result is compatible both with the iden tity theory and with dualism. The question, then, is how to choose between these theories. Identity theorists usually invoke the Principle of Parsimony as a reason to favor the identity theory over dualism. It should be made cl ear to the students what this principle says and how it applies to the problem at hand. They also need to see that this princi ple has been invoked in many other scientific problems; th e Box quotes a passage from Newton's Principia that may give them some hint about this. As an exercise, the students might be aske d to formulate and evaluate an argument for atheism that invokes the Principle of Parsimony. Alternatively, they might be asked to apply the principle to Descartes' pr oblem about the evil demon. 
 Once the students get a handle on what this pr inciple claims, it might be useful for them to consider what justification, if any, it possesses. Why should we believe one theory over another just because the former is more parsimonious? There is a reading from U.T. Place that defends the identity theory. Place does not mention the principle of parsimony. He gives a different protocol for deciding when two correlated properties are iden tical. Students might be asked to identify and evaluate Place’s line of reasoning. Also, Place endorses behaviorism for some mental predicates and rejects it for others. The students might be asked to describe whether Place is a behaviorist or an identity theorist, and also whether his split view is tenable. 
 CHAPTER 23: Functionalism  Here again, I divide a theory's negative thesis from its positive thesis. Functionalism's negative claim is a criticism of the identity theory; its pos itive claim is a thesis about what mental states are. To formulate the negative thesis, I need to describe the distinction between token and type. The students should have a look at Review Question 1 to see if they understand this. 
 I present functionalism's critic ism of the identity theory by way of an analogy: Each mousetrap is a physical thing, but there is no si ngle physical characteristic that all mousetraps have that is unique to them. There are many physic ally different ways of building a mousetrap. 
 So being a mousetrap (the type) is not a phys ical property, though each (token) mousetrap is a physical thing. The type has multiple physical real izations. This piece of terminology should be discussed. This idea about mousetraps should be fairly easy for the students to grasp. The harder task is to see what the analogous claim is supposed to be about the mind/body problem. The students might be asked to de scribe what the analogy is. 
 I then consider the possibility that computer s (either now or in the future) might have mental states. This ties in nicely with the article by Turing in the Readings. I suggest that for many simple machines (such as adding machines and PCS), ascribing mental states to them will not be literally true. However, I see no reason why more compli cated machines in the future could not have psychological stat es. I then briefly discuss the idea that psychological types might be multiply realizable within the class of living things -- that the physical basis for memory or perception might vary among different organisms. There is a 2x3 table that characterizes the differences among functionalism, the identity theory, and dualism. The students might be asked to explain what the entries mean. 
 I then briefly consider functionalism's positive thesis, which is intended to be an answer to the question, "What determines the nature of va rious psychological properties?" I explain what functionalists mean by saying that psychological st ates are defined by their "functional roles." I discuss some examples of how a psychological stat e (such as wanting a proposition W to be true, or feeling pain) can be describe d by saying what it causes and what causes it. I raise the question of whether such descriptions can give a comp lete account of the nature of those states. 
 In the Problems for Further Thought, I pres ent the inverted spectrum problem. This is something that students might be asked to think about if they wish to pursue further the question of whether functionalism can give a satisfactory positive account of the nature of mental states. 
 The chapter concludes with a summary of th e main positions I've discussed about the mind/body problem. The accompanying Box describes how these positions are related to each other.  CHAPTER 24: Freedom, Determinism, and Causality This chapter is the first of three on the problem of free will. I begin by formulating the problem as follows: Mental states cause behavior; mental states are themselves caused by things outside the mind (genes and environment). How, then, is it possible that your actions are free if they are caused by items outside your control (such as yo ur genes and early environment)? How can you be responsible for the actions you perform if they are caused by items over which you exercised no control? The second idea I introduce to set up the pr oblem concerns an apparent analogy between us and computers. Computers are programmed to be have as they do; given their programs, they cannot do anything other than what they in fact do. By the same token, we are "programmed" to behave as we do; given the ment al characteristics we possess, we cannot do anything other than what we in fact do. If this is right, then how can we be said to be free? 
 These two ideas about freedom I'll eventually formulate into arguments that purport to show that none of our actions is free. I'll call them the distant causation argument and the could-not-have-done-otherwise argument. No one thinks that all actions performed by all human beings are free. The question is whether any of them are. I assume that be haviors produced because of brainwashing and compulsive behaviors are not perf ormed freely. The question is whet her everything else we do is unfree as well. For example, is behavior produced by rational deliberation also unfree? 
 The distant causation argument and the c ould-not-have-done-otherwise argument both claims that some fact about causality makes us unfree. I then take up the question of what causality is. Causes are usually not necessary for their effects; usually, causes are not sufficient for their effects. I then raise the question of wh ether a complete specification of all the causes of some event would provide a sufficient cond ition for the occurrence of that event. Determinism is the thesis that answers th is question affirmatively. 
 Students probably need to review what "neces sary" and "sufficient" mean. They also need to be clear on what a "complete description" means and why this id ea has to be included in the definition of determinism. It also should be emphasized that determinism does not assert that we will ever know a complete description of anything. I then explain what indeterminism means. This leads me to talk a bit about two uses that the concept of probability might have. If indete rminism is true, then probability is needed to describe objective features of the world and not just to represent the (subjective) fact that we are ignorant of various features of the world. Here again, the students' memories might be jogged about the meaning of "objective" and "subjective." Is determinism true? This can't be answered a priori, but requires that we look at our current best scientific theories. Newtonian theory says the world is deterministic. However, quantum mechanics suggests that chance may be an irreducible part of the world -- that determinism is false. I argue that indeterminism does not make us free. Implanting a randomizing device in our brains (thus introducing an irredu cible element of chance into our mental life) would not give us free will. I then suggest that causal relations between events do not require an underlying determinism. I claim that the real problem of free will has to do with causality, not with determinism. Here I am somewhat at odds with traditional discussions of the problem, which assume that causality requires determinism. The traditional positions will be described in the next chapter. The chapter ends with an explanation of how determinism differs from fatalism. This is a point that students often stumble over. It might be good to have the students re ad the selection from Baron d’Holbach, a defender of hard determinism.  CHAPTER 25: A Menu of Positions on Free Will   The second compatibilist theory I discuss is presented by Gerald Dworkin and Harry Frankfurt. They say that a free act ion is one performed on the basis of desires that the agent does not mind having. According to this view, when a kleptomaniac steals, he does not act freel y, because he would prefer not to have an overwhelming desire to steal. L ack of freedom requires a "second-or der" desire, according to this proposal. The objection I have to this theory is that it says that kleptomaniacs are free if they don't mind having a desire to steal. But since the compulsi on is still there, I'm inclined to say that they are just as unfree as kleptomaniacs who dislike the desires they have. In a Box in this chapter, I describe the "normative problem of freedom" discussed by political philosophers. The students might be asked to explain how this problem differs from the problem of free will.    CHAPTER 26: Compatibilism In this chapter I propose a new compatibilist theory of freedom, one inspired by the ideas of Dennis Stampe and Martha Gibson. Just as I find thermometers suggestive analogs in the problem of knowledge, I find weather vanes sugges tive analogs in the problem of freedom. I end up criticizing this theory; perhaps the students might be asked to try to fine-tune the theory so that it will avoid the problem I'll describe. I thin k the theory, with all its faults, shows that there is hope for constructing a comp atibilist theory of freedom. 
 The material in this chapter may well take more than one class period (50 minutes), depending on how much of the chapter one wishes to discuss in class. 
 We talk about weather vanes being free a nd being stuck. What does this mean? The behavior of a free weather vane is not un-cause d; rather, it is caused by the wind. The difference between free and stuck concerns what causes the w eather vane to point in the direction it does, not whether this behavior has a cause. The second point of analogy concerns the fact that weather vanes have functions. They have the function of indicating th e direction the wind is blowing. A free weather vane is one that is able to perform its function; its doing so is unimpeded. It needs to be emphasize d that I don't think that weather va nes have free will. Neither do I think that thermometers have knowledge. Rather, there are, I suggest, telling analogies here. I think we can discover what a free will is by th inking about what makes a weather vane free. 
 The analogy with freedom is as follows. The mental devices at work when we deliberate have functions. These devices are free when th ey are able to perform their functions. In particular, I suggest that the process of deliberation be thought of as including a Belief Generating Device (a BGD) and a Desire Generating Device (a DGD). When the DGD malfunctions in certain ways, the deliberation process is no longer free. In particular, when it gets stuck -- as it does in compulsive behavior -- this can rob th e agent of free will. 
 To flesh out this idea, I need to say more about what it means to ascribe a function to something. I'm looking for a naturalistic, not a th eological, account of function here. Why does the heart have the function of pumping blood, but not the function of making noise (even though it does both)? I suggest that the answer is that the heart evolved because it pumped blood; it did not evolve because it made noise. Here I'm maki ng use of ideas on function ascription developed by Larry Wright ("Functions," Philosophical Review, vol. 85, pp. 70-86, 1973). I realize that this view is controversial, but I think it’s worthwhi le to put this naturalistic account of function before the students. What, then, is the function of the Desire Generating Device? Only if we answer this question can we see what it is for the DGD to malf unction. Only then will we be able to see what the weather vane theory of freedom actually asserts. 
 I suggest, provisionally, that th e function of the DGD is to represent what is good for the agent. Brainwashed individuals and individuals burdened with a compulsion have DGDs that are not able to do this. Their DGDs are stuck; th ey have malfunctioned. This is the proposed explanation for why they are unfree. I then formulate and evaluate the two argume nts against freedom that were presented in Chapter 23. These were the distant causation an d the could-not-have-done-otherwise arguments. 
 I claim that both these arguments are implausible. I finish the chapter by criticizing the weather vane th eory. It seems to suggest that acts of rational self-sacrifice cannot be performed freely. I suggested that the function of the DGD is to represent what is good for the agent; when agents desire what is manifestly not in their interests, their DGDs seem to have malfunctioned. This woul d imply (implausibly) that they are unfree. Perhaps the weather vane theory of freedom can be saved from this objection. The way to do this would be to revise the claim a bout what the function of the DGD is . I leave this as an exercise for the students; one that I think is far from easy! 
 CHAPTER 27: Psychological Egoism This chapter is a transition between the earlie r material on the philosophy of mind and Part V (Ethics). The subject is psyc hological egoism, not ethical egoism. The latter says that it is a good thing for us to be egoists. The former says nothing about this normative issue, but claims that in fact we are egoists. Sometimes people think that egoism follows from the fact that each of us acts on the basis of the desires we have. This is as true for Mother Theresa's actions as it is for those of John D. Rockefeller. I argue that this fact isn't enough to prove that egoism is true. 
 On the other side, sometimes people think that egoism must be false because we sometimes help others and desire that their welf are be improved. Again, I argue that this is not enough to establish that egoism is false. I then take up the descriptiv e problem of saying more precise ly what egoism claims about the preferences we have. I distinguish self-dir ected and other-directed preferences. I then distinguish four kinds of pref erence structures: extreme egoism, extreme altruism, S-over-O pluralism, and O-over-S pluralism. Extreme egoists have only one kind of preferen ce; the same is true for extreme altruists. 
 Pluralists, however, care about themselves and about the welfare of others ; pluralists have both self-directed and other-directed ultimate preferences. The S- over-O pluralist cares about himself more than he cares about the other; the O-over-S pluralist cares about the other more than he cares about himself. Of these four preference structures, only the first (extreme egoism) is consistent with what psychological egoism asserts. The method of analysis I've us ed here is a standard one in science for seeing which of two causes that contributes to an effect is more important, i.e., makes more of a difference. The question posed in the Box will help students understand this idea. I conclude this chapter by considering an example (you send some money to charity in response to an ad you see in a magazine) and argue that it should be interpre ted as contradicting what psychological egoism asserts. One point not mentioned in this chapter that might help pave the way to ethics is this: 
 The ought-implies-can principle says that if you ought to do X, then it must be possible for you to do X. If you cannot swim and are otherwise in capable of rescuing someone who is drowning, then it is false that you ought to rescue them. You aren't obligated to do what it is impossible for you to do. Ethical principles sometimes tell us that we should be altruistic. But if we are necessarily selfish, this moral advice cannot be correct (giv en the ought-implies-can principle). 
 So, if egoism can be refuted, this rescues altruis tic moral injunctions from one sort of refutation. 
 A good exercise at this point would be to have the students read the selection from Plato’s Republic, in which Glaucon defend s the claim that people act justly only for selfish reasons of reputation and self aggrandizement. Glaucon uses thought experiments (the myth of Gyges, for example) that are rath er like the thought experiment I describe in my chapter. The students might be asked to write an essay anal yzing Glaucon’s arguments, using tools drawn from my Chapter.  Part V: This part divides into a consideration of meta-ethics (Chapters 27-30) and normative ethics (31-33). The two main quest ions are, respectively, "Are there any ethical truths?" and "What makes an action right or wrong?" CHAPTER 28: Ethics -- Normative and Meta I begin by pointing out that there is a tradition in Western philosophy (clearly it isn't the only tradition) that wishes to separate ethical questio ns from religious ones. I postpone discussing the Divine Command Theory until Chapter 30, but it is well that students be aware that it is a serious philosophical question what relati onship there is between the existe nce of God and the nature of morality. I then return to a distinction that I in troduced in Chapter 2, which has cropped up repeatedly since. This is the distinction be tween truth (as something objective) and opinion (which is in the minds of vari ous subjects). In science and in everyday life, we draw this distinction. We think that besides various opinions that people might have about the answer to some question (such as "Are the Rockies over 10,000 feet tall?"), there is, in addition, a truth (a fact of the matter). The main question in meta-eth ics is whether there are ethical facts (truths) that exist above a nd beyond the opinions people might have. 
 I then present a menu of positions about th is. This is generated by considering two questions: (1) Are there any ethi cal truths? (2) If so, what makes the ethical truths true? 
 Ethical subjectivism , as I will use that term, holds th at there are no ethical truths. In ethics, there is only opinion. Ethical realism holds that there are ethical truths and that these are true independent of what anyone may say or believe. Conventionalist theories hold that there are ethical truths, but that they are made true by someone's say-so. The Divine Command Theory, Ethical Relativism , and (one version of) Existentialism are each conventiona list theories. They differ with respect to whose say- so (God's, society's, the individual's) makes ethical statements true. Philosophers sometimes do not use the term "subjectivism" as I do. I chose this term because of its connection with the idea that everyt hing in ethics exists solely in the subjective realm (the realm of opinion, not th e realm of truth). Students will be unfamiliar with my usage of the term "realism"; the philosophical usage needs to be distinguished from the one in ordinary discourse.   CHAPTER 29: The Naturalistic Fallacy and the Is/Ought Gap I begin by defining subjectivism slightly more carefu lly; it is the view that ethical statements are neither true nor false. The students need to see that subjectivism says that both the following sentences are untrue: (1) Murder is always mo rally wrong; (2) Murder is sometimes morally permissible. Many non-philosophers (and not a few philosopher s as well!) tend to lump together the idea of a naturalistic fallacy a nd the idea of an ought gap. I trea t them separately. The former idea is due to G. E. Moore; the latter to Hume. Moore denied that the ethical properties of an action are iden tical with any of the action's "natural" properties. This is "M oore's thesis." I think that Moore's argument for this claim is fallacious. Hume claimed that what I call "ought propo sitions" cannot be deduced from purely "is-premises" (i.e., from non-ethical premises). This claim I call "Hume's thesis." I think that Hume was right about this. I then ask whether Moore's thesis or Hume's thesis entails that subjectivism is true. I say that neither thesis entails this. Only by adding a suspect "reductionist" assumption can either claim hope to entail that there are no ethical truths. 
 In summary, I claim (1) that Hume's thesis is true but does not entail subjectivism, and (2) that Moore never established his thesis, but that even if it were true, it would not by itself entail subjectivism. In explaining why I think that Moore's argument for his thesis is invalid, I refer to Frege's distinction between sense and re ference. This idea was introduced in a Box in Chapter 18 on dualism. The students should see that the followi ng argument for dualism is invalid and how it is similar to Moore's argument about et hical properties being non-natural: 
  The predicate "being in pain" is not synonymous with the predicate "being in brain state B."  ____________________ Hence, being in pain is a different property from being in brain state B. 
 This is posed as the first Problem for Further Thought at the end of the Chapter. 
   CHAPTER 30: Observation and Explanation in Ethics The main subject of this chapter is an argumen t due by Gilbert Harman, which purports to show that there is no reason to postulate the existence of ethical facts (truths). They aren't needed to explain anything, according to Harman. Via an implicit application of the Principle of Parsimony ( Ockham's Razor ), we are then supposed to concl ude that there are no ethical facts. 
 According to Harman, the main reason we have to accept the existence of electrons, genes, and so on is abductive. Postulating them helps explain what we observe. The same cannot be said for ethical facts. The chapter makes some preliminary point s about ethics (paralleling Harman's discussion) before taking up th e argument just described. Here are some facts about ethics: 
  (1) People can and do reason about ethical issues. 
 (2) You can test ethical principles by seeing wh at they imply about specific examples. 
 (3) You can observe that actio ns have ethical properties (4) People sometimes strongly disagree about ethical issues. 
  In each of these, the fact cite d parallels a fact about science; you can substitute the word "science" for "ethics" in (1)-(4) and the resulting claims appear to be true. So far, then, there seems to be no striking differen ce between ethics and science that would justify adopting ethical subjectivism. It might be useful to put these four fact s on the blackboard and then ask the students whether they can describe any striking disanal ogies between ethics and science that would legitimize ethical subjectivism. As mentioned, Harman's proposed disanalogy comes from thinking about abduction. We need to postulate electrons and genes, but we do n't need to postulate ethical facts. Why does he say this? 
 He imagines a situation in which we see some ruffians do something wrong: they set fire to a cat. What would explain why we react to this situation as we do? Why do we believe that the ruffians acted wrongly? This psyc hological question can be answered, says Harman, simply by describing our upbringing. We were taught to regard certain behaviors as wrong, and this is why we think the ruffians acted wrongly. Harman's point is that there is no need to bring in the existence of ethical facts to explain the fact that we have this ethical belief. A purely psychological and sociological story will suffice. This differs from the explanation we would wi sh to give for why someone (Jane) believes that there is a tiger in front of her. The expl anation for Jane's belief would trace back to the existence of a real tiger; light bounces off th e tiger and enters Jane's eyes. The belief is explained, in this case, but not in the ethical one, by the fact that what the belief says is true. 
 I grant Harman's point that th ere is no need to postulate ethical facts to explain why we believe what we do about the ruffians. But this doesn't show that ethical facts don't explain anything. It just shows that they aren't needed to explain psychological facts. I contend that the point of normative ethical principles is to regulate behavior, not to explain it; in this respect, ethics is like logic. You don’t ne ed to postulate logical truths to explain why people reason as they do, but that doesn’t show th at there are no logical truths. 
 Harman's argument is similar in some re spects to the argument for subjectivism I associated with Hume's thesis in the previous chapter. Hume's thesis is that we can't deduce ethical facts from purely is-premises. Harman's point is that we can't abduce (so to speak) ethical facts from purely psychological premises. But w hy should the existence of ethical facts stand or fall, in either case, on whether they can be inferred (whether deductively or abductively) from is-premises? Fact (2) listed previously is important to the methodology of testing ethical theories. It would be useful to the students if it were reviewed in class. One aspect of fact (2) is that general ethical principles may explain th e ethical properties of particular situations (e.g., "If it is wrong to cause gratuitous pain, then what the ruffians did was wrong"). This means that if ethical statements about sp ecific situations are true, then more general ethical principles may be justified abductively. I conclude that no compelling argument fo r ethical subjectivism has been provided. 
    CHAPTER 31: Conventionalist Theories A meta-ethical theory is conventio nalist when it says that there are ethical truths and that these truths are made true by someone's say-so. The basic idea of a convention involves the id ea of arbitrariness and decision. This is illustrated by the idea that it is a matter of convention that we call things by the names we do. It is arbitrary that the word "cat" is used to refer to cats. Moreover, the reason the word came to have this meaning is that we (or our linguistic predecessors) decided to use the name in this way. Trivial semantic conventionalism is a thesis about language. It is correct. A substantive conventionalism about ethics goes beyond what trivial semantic conventionalism says. It concerns ethical propositions, not ethical language. This needs to be emphasized so that the students can grasp what conventionalism in et hics (or in other philosophical problem areas) means. 
 I then turn to a simple presentation of Plato's critique in the Euthyphro of the Divine Command Theory. I don’t provide a selec tion from the Euthyphro here because I think the relevant passage is too difficult for intro st udents. Anyhow, the argument is important for them to understand. So many of them tend to think that there can be no such thing as morality unless there is a God and the di vine command theory is true. 
 It is important to get the students to see that they (or, at least, most of them) have realist intuitions about this problem. According to the Divine Command Theory (at least the version of it I'm discussing here), anything could be wrong, if God said it was. Students are apt to react by saying "God would not say that torture is right , because God is good." What they seem to be thinking is that there is a difference between right and wrong that God would not violate. This goes contrary to the Divine Command Theory. Several distinctions need to be drawn to get the students to understand the next conventionalist theory I consider, namely ethical re lativism. First, there is the idea that ethical relativism is a normative claim, not a descriptiv e one. Second, there is the idea that ethical relativism goes beyond the un-probl ematic idea that what it is right to do may depend on the social context you are in (a truist ic version of "situational ethics"). This latte r point requires that one emphasize the conventionalist element in the th eory; it is right in one society but wrong in the other because and only because the two societies have different customs. 
 As with the Divine Command Theory, the stude nts have to see that according to ethical relativism, the most horrendous things could be morally permissible if enough people in your society agree that they are. I gloss Sartre's existentialism as a kind of conventionalism (although Sartre probably would reject this assessment of his position). There is a selection in the Readings from "Existentialism is a Humanism" that the student s might be asked to read in order to check whether my presentation is accurate. It also mi ght be useful for them to try to find some arguments in this passage for Sartre's principal claims. The criticism here is basically the same as the ones mentioned for the Divine Command Theory and ethical relativism. What general lessons follow about the meta-ethical question that has engaged our attention in the past seve ral chapters? I don't claim to have established that ethical realism is true. 
 But I do think I have cast doubt on several arguments that have been made against realism (or in favor of positions alternative to re alism). For the rest of this chapter, I will assume that there are ethical truths. The question now is what in general makes an action right or wrong. CHAPTER 32: Utilitarianism In this chapter, I shift gears; I leave meta-ethics behind and plunge into normative ethics. The chapter discusses some of the main issues that Mill addresses in the passages in the Readings from Utilitarianism and On Liberty . The material in this chapter takes me almost two class periods to cover. If Readings are assigned and di scussed extensively, more time than this may be needed. I present a simple version of Mill's defense of the Greatest Happiness Principle . I argue that it is defective in several ways. I then consid er another way that one might try to evaluate and perhaps justify the Principle, the process I term "reciprocal illumination." This is the procedure that Harman used to evaluate the thesis that "if you can choose between having five alive and one dead, or one alive and five dead, you should always choose the former option" (Chapter 29). 
 Utilitarianism has implications about what it is ri ght and wrong to do in concrete situations. If we have moral opinions about thos e situations, we may use them to evaluate how plausible utilitarianism is. If there is a conflict between what utilitarianism says and our judgment about the specific situation, we may decide that utilitarianism is mistaken. Alternatively, we may decide that we were mistaken in our specific judgment; in this case, we will think of utilitarianism as correcting our ill-considered opinions. 
 This is the procedure I use in evaluating various formulations of utilitarianism. I argue that the theory conflicts with some rather strongly held moral judg ments about specific situations. I don't expect the students to auto matically conclude from this conflict that utilitarianism is false. Rather, I hope they see th at there is a conflict here. Whether they want to abandon utilitarianism or abandon the specific judgments is a separate matter. The Greatest Happiness Principle makes use of the concept of happiness. If we assume that happiness is a sensation (i.e., a purely subj ective state, a kind of feeling), then the view becomes vulnerable to what I call the problem of the experience machine. This example was described by Robert Nozick in Anarchy, State, and Utopia (New York, Basic Books, 1974). 
 Mill himself grappled with this problem by introducing his distinction between "higher" and "lower" pleasures. I argue that Mill's reply to this objection does not work, if happiness is construed as a sensation. However, if we shift from hedonistic to preference utilitarianism, the view is no longer vulnerable to this objection. Students should understand what the differe nce is between these two kinds of utilitarianism and why they say different things about the probl em of the experience machine. 
 I now turn to a number of problem s with preference utilitarianism. 
 First, there's the apples and oranges problem . This is the problem of making quantitative comparisons between the preferences of different agents. I describe why yes/no voting and willingness to spend money are imperfect measures of the intensity of preferences. Second, there's the problem of the lonesome stranger . This is the standard case in which considerations of justic e (which tell you not to punish the innocent) come into conflict with utilitarian calculations. There is a brief aside about utilitarian and non-utilitarian theories of punishment. I then describe how utilitarian’s sometimes defend their theory against this sort of objection by distinguishing act from rule utilitarianism. They claim that act utilitarianism leads to the erroneous conclusion that the sheriff should frame the lonesome stranger, but that rule utilitarianism does not have this implication. I cl aim that this is a mistaken evaluation of what rule utilitarianism says. I claim that the rule that maximizes util ity over the long run will lead to precisely the same action that the simpler act utilitarian calculation selects. Students should be walked through this argument. It won't be immedi ately obvious to them. The time is well spent, since similar problems come up in the next chapter when I talk about how Kant's universalizability criterion works. The next objection to utilitarianism I call the problem of the fanatical majority. This is the standard argument that utilitarianism pe rmits an intolerant majority to oppress a nonconforming minority. In On Liberty, Mill tries to reply to this objection by introducing his distinction between public and private actions. I argue that this doesn't solve the problem. 
 The problem of dirty hands shows how utilitarian considerations can come into conflict with moral considerations having to do with personal integrity. Consider some terrible act (such as torturing for the Nazis) that has the following property: If you don't do it, someone else will. I argue that utilitarian’s must conclude that it doesn't matter (morally speaking) whether you perform the action; the net consequences are the sa me. The act/rule distinction might be used to try to reply to this criticism, but I argue that it won't do the trick. 
 The last problem concerns the conflict between utilitarianism and personal loyalties. If you believe that you have special obligations to members of your family or community, it may be difficult to explain why this is so on strictly utilitarian grounds. The fact that you are uniquely well placed to help those close to you is of some importance, of course; but there can be circumstances in which the utility of helping thos e close to you and the utility of helping others are the same. It is cases of this sort that generate the problem. 
 CHAPTER 33: Kant's Ethical Theory Sometimes a key element in getting students to understand some philosophical idea or argument is to get them to see how audacious and surprising it is. The ontological argument (Chapter 8) aims to prove that God exists by a priori reasoning. Hume argued that the beliefs we hold on the basis of induction are not rationally justifiabl e (Chapter 15). And Kant held that ethical principles can be derived by reason alone. Be sides understanding the details of the arguments, the students should have a grasp of the overall strategy being pursued. 
 I begin by describing the Humean idea that "r eason is and ought to be the slave of the passions." This is the idea that reason plays a purely instrumental role in the contribution it makes to action. In means/ends reasoning, reason helps you find the most efficient means for achieving the ends you have selected ; the ends themselves must be decided on some other basis. 
 Students may find this idea quite sensible; the point they need to grasp is that Kant aims to deny that this Humean thesis is true. I then describe Kant's idea that moral rules are categorical imperatives and his idea that moral laws are universal and impersonal. These ideas, I think, can be made quite plausible. 
 I describe Kant's anti-consequentialism. I con cede that the consequences of an action are clearly imperfect indicators of the moral char acter of the actor (as Kant's example of the shopkeeper illustrates); however, I argue that it does not follow that the "moral value" of an action resides solely in the actor's maxim. I then discuss Kant’s universalizability criterion and the four examples that Kant discusses in the Groundwork. A selection from this book is repr inted in the Readings. Students often make the mistake of thinking that the universalizability criterion says that you should decide on the morality of an action by asking whether it would be a good thing if everyone performed the action. This is what people mean in everyday life when they ask "What would happen if everyone did that?" Ka nt's criterion is different: He isn't asking whether it would be good if the act were universali zed; he's asking whether it is possible to universalize the action (or possible to will that it be universal). I then describe the four examples that Kant discusses. I suggest that there are defects in Kant's arguments about each of them. The main problem is that there are many ways to describe an action; the result of applying the universal izability criterion depends on which of these descriptions one employs. Besides understanding the logic of this proble m, students should be urged to step back from the details and ask whether th e principles Kant is trying to justify ought to be justified. For example, is one always obligated to keep one's promise? I conclude with some positive remarks about the Kantian enterprise. For example, the idea of individual rights (which cannot be violated for utilitarian reasons) is central to Kant's moral theory. Given the problems with utilitarianism discussed in the previous chapter, this is a very important element in Kant's outlook. Some passages from Kant's Groundwork are reprinted in the Readings. One useful exercise would be for students to try to reconstruct how Kant reasons about the four examples to which he applies the categorical imperative. 
   Copyright @ 2009 Pearson Education, Inc., Upper Saddle River, NJ 07458. All rights reserved  49 CHAPTER 34: Aristotle on the Good Life   In the beginning of the discussion of utilitarian ism in Chapter 31, I considered the consequences of thinking of happiness as a subjective state. This generates a number of difficulties for utilitarianism. Aristotle develops a moral theory in which happiness is not a subjective state. 
 Whether you are really happy de pends on objective facts about your life; thinking that you are happy does not suffice to make it true that y ou are happy. For Aristotle, human happiness (sometimes translated as "fl ourishing") -- the good life -- is to be understood by grasping fundamental facts about human nature. 
 Students need to understand the traditiona l distinction between the theory of the right and the theory of the good. They are likely to assume that the good life is one in which you do the right thing(s). Utilitarianism collapses these id eas together: everything you do has to answer to the principle of utility. But it is arguable that moral requirements leave a great deal open.  I then describe how Aristotle proposed to analyze the concept of a good X (human being, hammer, etc.). Hammers have f unctions, so a good hammer is one that is able to optimally execute its function. So if we knew what the f unction is of human beings, we could figure out from that what a good human being is. Aristotle sees the development of rationality -- of thinking well -- as the characteristic that separate s us from other organisms. He thinks that the function of human beings is to be found by findi ng what distinguishes human beings from, other things. So a good human life is one given over to contemplation, to reasoning for its own sake. 
 After briefly discussing the doctrine of the mean, I take up a criticism of Aristotle's theory. Saying what a good X is differs from sa ying what is good for Xs. There is another criticism that is worth considering, one not pres ented in the text. Aristotle connects the function of human beings with the question of what traits are unique to human beings. But this connection is tenuous. Gold has a unique atomic number, but what would it mean to say that gold has the function of having that atomic number? Conv ersely, a hat (worn in summer) may have the function of preventing sunburn, but it isn't true th at hats are the only things that can prevent sunburn. 
 I conclude by expressing doubts about the clai m that a life of theoretical reason is uniquely capable of providing us with a good life. Most of the points discussed in this chapter correspond to passages from the Nichomachean Ethics reprinted in the Readings.   Synthetic Questions  Below are some questions that connect ideas presented in different parts of the book. These supplement the Review Questions and the Problem s for Further Thought, which pertain to the material presented in the Chapters to which th ey are appended. These synthetic questions are not exhaustive, of course. However, th ey do help tie together some of the concepts that recur in some rather disparate problems. 
  1) What is the difference between induction a nd abduction? How does this difference matter for (a) Hume's critique of the design argument (Chapter 5); (b) the problem of other minds (Chapter 20)? 
  2) What is meant by the thesis that, "statements about necessity and possibility are ambiguous"? How does this thesis bear on (a) the issue of skepticism (Chapter 14); (b) the theory that people act freely when they could have done otherwise (Chapter 26)? 
  3) What is the Principle of Parsimony? How is it used in (a) the mind/brain identity theory; (b) Harman's argument for ethical subjectivism? 
  4) What is the Birthday Fallacy? How is it relevant to (a) Aquinas' proofs of the existence of God (Chapter 4); (b) the functionalist critiq ue of the identity theory (Chapter 23)? 
  5) What is the type/token distinction? How is it relevant to (a) functionalism (Chapter 23); (b) the distinction betw een act and rule utilitarianism (Chapter 32)? 
  6) What does it mean to say that something is relative to something else? How does the idea of relativity come up in (a) the thesis that whether an observation is evidence for a generalization is a relative matter (Chapter 17); (b) ethi cal relativism (Chapter 31)? 
  7) What is the difference between the meaning of a linguistic expression and its reference? 
 How does this distinction matter to (a) dualism and the mind/body identity theory (Chapters 19 and 22); (b) Moore's argument a bout the naturalistic fallacy (Chapter 29)? 
  8) What does it mean to say that two theories are "predictively equivalent"? How is this concept relevant to (a) Descartes' search for a foundation of knowledge (Chapter 13); (b) the question of whether evolutionary theory or creationism is better supported by the evidence (Chapter 6); (c) the plausibility of hedonistic utilitarianism (Chapter 32)? 
  9) How does compatibilism as a theory about free will (Chapters 25 and 26) affect the plausibility of theodicy in th e problem of evil (Chapter 11)? 
  10) Simple mechanical devices -- watches, ther mometers, and weather vanes -- have played an important role in this book. What is thei r relevance to the design argument (Chapter 5), the problem of what knowledge is (Chapter 15), and the problem of what free will is (Chapter 26)? 
  51  11) Hume sometimes approaches a philosophical pr oblem by suggesting that a certain kind of argument contains a "hidden premise." What doe s this mean? How is it relevant to (a) his skeptical argument about induction (Chapter 15); (b) his claim about the is/ought gap (Chapter 29)? 
  12) It is sometimes suggested that causality is a relationship that can obtain only between events that occur within space and time. How is this thesis relevant to (a) the idea that God created the whole of space and time (Chapter 7); (b) dualism (Chapter 19)? 
  13) What does it mean to say that a statement is falsifiable? How is this concept relevant to (a) the question of whether God exists (Chapter 9); (b) Skinner's critique of mentalism (Chapter 21)? 
  14) In Chapter 2, I described the advice that sa ys that we should avoid wishful thinking. 
 What does this mean? In subsequent Chapters, I considered some objections to this advice. These pertain to mathematical stat ements (Chapter 4), statements about the contents of my own mind (Chapter 13), and ethical statements (Chapter 31). Which of these kinds of statement, if any, show that it sometimes is permissible to indulge in wishful thinking? 
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